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Fig. 14.— Comparison of our fiducial ionizing background model with models informally released by Haardt & Madau in 2005 (H&M05).
Both H&M05 models include a quasar contribution based on the Croom et al. (2004) luminosity function. One model in addition includes
a stellar contribution calculated using a Bruzual & Charlot (2003) population synthesis code assuming a Salpeter initial mass function, age
0.5 Gyr, constant star formation, and an escape fraction of 10%. First three panels: Detailed spectra at redshifts z = 0, 3, and 6. For this
comparison, the H&M05 models were normalized by a factor of 0.5 to better match our fiducial calculation. Lower right: Photoionization
rates of HI and HeII versus redshift. Here, the H&M05 models were not normalized and so the di↵erent amplitudes reflect the di↵erence
in the models as provided.

Before we do so, we wish to emphasize that in this work we attempted to improve on technical aspects of the
calculation. In particular, we performed more self-consistent calculations of the ionization structure of individual
absorbers (§3) and our treatment of recombination emission (§4) was based on approximating the results of these
photoionization calculations rather than on an escape probability formalism. Moreover, all the numerical calculations
presented here were performed using an independently-developed code and our empirical constraints (§5) were also
obtained independently in our previous work. The comparison of the final results against those of Haardt & Madau
thus provides an indication of the uncertainty in the resulting spectrum.

In Figure 14, we compare our fiducial model (ignoring HeII reionization) with two models informally released
by Haardt & Madau in 2005 (H&M05; F. Haardt 2005, private communication). Both models include a quasar
contribution based on the Croom et al. (2004) luminosity function. One model in addition includes a stellar
contribution calculated using a Bruzual & Charlot (2003) population synthesis code assuming a Salpeter initial mass
function, age 0.5 Gyr, constant star formation, and an escape fraction of 10%. We compare both the detailed spectra
at redshifts z = 0, 3, and 6 and the integrated photoionization rates of HI and HeII versus redshift. For the detailed
spectra, the Haardt & Madau models were normalized by a factor of 0.5 to better match our fiducial calculations in
the ionizing range. As a non-negligible uncertainty remains in the amplitude of the intergalactic HI photoionization
rate (e.g., Bolton et al. 2005; Faucher-Giguère et al. 2008b), it is fair to renormalize the models before comparing
them, a procedure which is also frequently used by simulators to match the observed Ly↵ forest mean transmission
(see the discussion at the end of §5.2). The photoionization rates shown in the last panel have however not been
renormalized and so reflect the models as provided.

It is interesting that in spite of the di↵erences in the technical treatment and the independently obtained em-
pirical constraints, our calculations of the spectral shape in the ionizing range agree quite well with the H&M05
models between z = 0 and z = 3, suggesting that the calculations are relatively robust in this redshift range.
The spectra however diverge increasingly toward higher redshifts as a result of the di↵erent source prescriptions
this regime. In our model, the quasar contribution drops more rapidly as z ! 1, while the compensating stellar
emissivity increases to maintain the nearly flat total hydrogen photoionization rate measured from the Ly↵ forest
(Faucher-Giguère et al. 2008a,b). While the Hopkins et al. (2007) luminosity function we use combines di↵erent data
sets to constrain the faint-end slope up to z = 4.5, the Croom et al. (2004) luminosity function used in the H&M05
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IGM must be highly ionized at z < 6

High-res spectra: GB+ Fan+ 2006, Becker+ 2007
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The first z=7 QSO!

UKIDSS Discovery
Gemini + VLT spectra
Mortlock et al. 2011

z = 7.085

ULAS J1120

Small proximity zone suggests that IGM 
is >10% neutral at z~7
-- Mortlock et al 2011
-- Bolton et al 2011

...and now have X-Shooter data!
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The photon problem

To reionize hydrogen, need to emit at least a few 
ionizing photons/atom into the IGM by z=6

McLure+ 2013
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For standard SEDs and 10% escape fraction, z=6 
galaxies emit ~1-3 ionizing photon/atom/Gyr -- but 
global SFR drops rapidly at z > 6!

BPASS
Eldridge et al

500 Myr
Z = 0.2 Zsun
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Evolving? escape fraction

Siana+ 2010

At z~1, fesc ~ 0

Ly C

Nestor+ 2011, 2012

Possibly higher at z~3, 
but difficult to measure 
(faintness & contamination)

Vanzella+ 2012

Extremely difficult to measure at z ≥ 4 
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MHR99. Even using a value for λmfp which is a factor of 2 smaller,
our constraints on "−12 still require that CH II ! 7 at z = 6. Com-
paring to some recent cosmological radiative transfer simulations,
Iliev et al. (2006) predict CH II < 2 at z > 11, while Sokasian et al.
(2003) find CH II ∼ 4 at z = 3. However, simulations with higher
spatial resolution may favour larger values for CH II. Nevertheless,
we conclude adopting CH II = 30 overestimates the H II clumping
factor of the IGM at z = 6 by at least factor of 4 and possibly by a
factor of 10. We therefore emphasize that care should be taken when
drawing conclusions from equation (18) as CH II is rather uncertain.

7 T H E I O N I Z I N G E M I S S I V I T Y – E V I D E N C E

F O R A P H OTO N - S TA RV E D A N D E X T E N D E D

P E R I O D O F R E I O N I Z AT I O N

7.1 The ionizing emissivity at z = 2–6

In the last section we focused on the hydrogen ionization rate and the
question of whether or not the expected ionizing flux from observed
high-redshift galaxies and quasars is sufficient to keep the IGM
highly ionized at z = 5–6. We now turn again to the comoving
ionizing emissivity in order to discuss whether or not the inferred
emissivity, if extrapolated to higher redshift, is sufficient to reionize
hydrogen in the first place.

The filled triangles in Fig. 7 show the result of turning the con-
straints on "−12 from the Lyα opacity at z = 2–6 derived here and
in B05 into an emission rate of ionizing photons per unit comoving
volume. For this we use the relation

Ṅion # 1051.2"−12

(

αs

3

)−1(
αb + 3

6

)(

λmfp

40 Mpc

)−1

×

(

1 + z

7

)−2

s−1 Mpc−3, (21)

Figure 7. Observational constraints on the emission rate of ionizing photons per comoving Mpc, Ṅion, as a function of redshift. All results are computed
assuming αs = αb = 3 and, in the case of the LBG and Lyα emitter emissivity estimates only, f esc = 0.2. The scale on the right-hand vertical axis corresponds to
the number of ionizing photons emitted per hydrogen atom over the Hubble time at z = 6. The filled triangles give an estimate of Ṅion based on the constraints
for "−12 and λmfp obtained from the Lyα effective optical depth in this work and in B05. The inverted triangle at z = 5 and the diamond and star at z = 6
correspond to estimates of Ṅion based on the Lyman limit emissivities of LBGs and quasars listed in Table 5. The data have been slightly offset from their
actual redshifts for clarity. An escape fraction of f esc = 0.2 has been assumed in this instance. At z > 6, the open squares and circles are derived from the upper
limits on the comoving star formation rate per unit volume inferred by Bouwens et al. (2005) and Richard et al. (2006), respectively. The cross is derived from
the number density of Lyα emitters estimated by Stark et al. (2007b). Three simple models for the evolution of Ṅion are also shown as the dotted, short-dashed
and dot–dashed lines. The solid lines correspond to the emission rate of ionizing photons per unit comoving volume, Ṅrec, needed to keep the IGM ionized for
various H II clumping factors. At 2 ! z ! 6, we find Ṅion is characterized by a power law, Ṅion(z) = 1050.5−0.06(z−6) s−1 Mpc−3, shown by the long-dashed
line. Adopting a mean free path which is a factor of 2 smaller or setting αs = αb = 1 will double the emissivity derived from the Lyα forest opacity.

Table 7. Summary of "−12 inferred from the Lyα forest ef-
fective optical depth at 2 ! z ! 6. The data at z = 2–4 are
taken from B05, while the z = 5–6 values are based on this
work. The corresponding estimates for the mean free path
in units of comoving Mpc are obtained using the model dis-
cussed in Section 3. For comparison, we also list the horizon
scale in comoving Mpc, rhor, computed to three significant
figures for our fiducial cosmology.

z "−12 λmfp rhor

2 1.29+0.80
−0.46 770+233

−166 9360

3 0.86+0.34
−0.26 374+82

−73 8140

4 0.97+0.48
−0.33 286+87

−69 7290

5 0.52+0.35
−0.21 114+49

−34 6660

6 <0.19 <37 6170

which assumes the mean free path is much smaller than the horizon.
Note that this expression is independent of fesc, but does depend
inversely on the mean free path for ionizing photons. We have es-
timated λmfp at z = 2–6 by using the simple model discussed in
Section 3 combined with the "−12 constraints from this work and
B05. The assumed values are summarized in Table 7 with a compar-
ison to the horizon scale, and these are used to calculate the filled
triangles in Fig. 7. The error estimates on Ṅion computed using equa-
tion (21) include the error estimates for "−12 and the corresponding
error in our estimate of the mean free path. The comoving ionizing
emissivity inferred from the Lyα opacity is nearly constant over the
redshift range 2 ! z ! 6. Assuming a spectral index αs = αb = 3
above the Lyman limit, it is well characterized by a slowly rising

C© 2007 The Authors. Journal compilation C© 2007 RAS, MNRAS 382, 325–341
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for "−12 and λmfp obtained from the Lyα effective optical depth in this work and in B05. The inverted triangle at z = 5 and the diamond and star at z = 6
correspond to estimates of Ṅion based on the Lyman limit emissivities of LBGs and quasars listed in Table 5. The data have been slightly offset from their
actual redshifts for clarity. An escape fraction of f esc = 0.2 has been assumed in this instance. At z > 6, the open squares and circles are derived from the upper
limits on the comoving star formation rate per unit volume inferred by Bouwens et al. (2005) and Richard et al. (2006), respectively. The cross is derived from
the number density of Lyα emitters estimated by Stark et al. (2007b). Three simple models for the evolution of Ṅion are also shown as the dotted, short-dashed
and dot–dashed lines. The solid lines correspond to the emission rate of ionizing photons per unit comoving volume, Ṅrec, needed to keep the IGM ionized for
various H II clumping factors. At 2 ! z ! 6, we find Ṅion is characterized by a power law, Ṅion(z) = 1050.5−0.06(z−6) s−1 Mpc−3, shown by the long-dashed
line. Adopting a mean free path which is a factor of 2 smaller or setting αs = αb = 1 will double the emissivity derived from the Lyα forest opacity.

Table 7. Summary of "−12 inferred from the Lyα forest ef-
fective optical depth at 2 ! z ! 6. The data at z = 2–4 are
taken from B05, while the z = 5–6 values are based on this
work. The corresponding estimates for the mean free path
in units of comoving Mpc are obtained using the model dis-
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scale in comoving Mpc, rhor, computed to three significant
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which assumes the mean free path is much smaller than the horizon.
Note that this expression is independent of fesc, but does depend
inversely on the mean free path for ionizing photons. We have es-
timated λmfp at z = 2–6 by using the simple model discussed in
Section 3 combined with the "−12 constraints from this work and
B05. The assumed values are summarized in Table 7 with a compar-
ison to the horizon scale, and these are used to calculate the filled
triangles in Fig. 7. The error estimates on Ṅion computed using equa-
tion (21) include the error estimates for "−12 and the corresponding
error in our estimate of the mean free path. The comoving ionizing
emissivity inferred from the Lyα opacity is nearly constant over the
redshift range 2 ! z ! 6. Assuming a spectral index αs = αb = 3
above the Lyman limit, it is well characterized by a slowly rising
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Figure 7. Observational constraints on the emission rate of ionizing photons per comoving Mpc, Ṅion, as a function of redshift. All results are computed
assuming αs = αb = 3 and, in the case of the LBG and Lyα emitter emissivity estimates only, f esc = 0.2. The scale on the right-hand vertical axis corresponds to
the number of ionizing photons emitted per hydrogen atom over the Hubble time at z = 6. The filled triangles give an estimate of Ṅion based on the constraints
for "−12 and λmfp obtained from the Lyα effective optical depth in this work and in B05. The inverted triangle at z = 5 and the diamond and star at z = 6
correspond to estimates of Ṅion based on the Lyman limit emissivities of LBGs and quasars listed in Table 5. The data have been slightly offset from their
actual redshifts for clarity. An escape fraction of f esc = 0.2 has been assumed in this instance. At z > 6, the open squares and circles are derived from the upper
limits on the comoving star formation rate per unit volume inferred by Bouwens et al. (2005) and Richard et al. (2006), respectively. The cross is derived from
the number density of Lyα emitters estimated by Stark et al. (2007b). Three simple models for the evolution of Ṅion are also shown as the dotted, short-dashed
and dot–dashed lines. The solid lines correspond to the emission rate of ionizing photons per unit comoving volume, Ṅrec, needed to keep the IGM ionized for
various H II clumping factors. At 2 ! z ! 6, we find Ṅion is characterized by a power law, Ṅion(z) = 1050.5−0.06(z−6) s−1 Mpc−3, shown by the long-dashed
line. Adopting a mean free path which is a factor of 2 smaller or setting αs = αb = 1 will double the emissivity derived from the Lyα forest opacity.
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B05. The assumed values are summarized in Table 7 with a compar-
ison to the horizon scale, and these are used to calculate the filled
triangles in Fig. 7. The error estimates on Ṅion computed using equa-
tion (21) include the error estimates for "−12 and the corresponding
error in our estimate of the mean free path. The comoving ionizing
emissivity inferred from the Lyα opacity is nearly constant over the
redshift range 2 ! z ! 6. Assuming a spectral index αs = αb = 3
above the Lyman limit, it is well characterized by a slowly rising

C© 2007 The Authors. Journal compilation C© 2007 RAS, MNRAS 382, 325–341

Bolton+ 2007 (see also Miralda-Escude 2003, Kuhlen & Faucher-Giguere 2012)
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IGM Temperatures

He II
H I + He I

0        0.5        1 10     17.5     25ï3      ï1.5       0 ï17    ï15    ï13 0      12.5     25

xHeIII log(Trans) KlogT (kiloïK) aïheating (kiloïK)

z = 4.3

z = 3.5

z = 3.2

z = 3

McQuinn+ 2011
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Temperatures from the 
Lyα forest

=
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Temperatures from the 
Lyα forest

=

Compilation from Lidz et al 2010
see also Theuns et al
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Temperatures from the Curvature

Sampling higher overdensities

T(Δ) at  Lyα forest 
densities

Temperature-density relation:

T (�) = T0���1

Becker+ 2011
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Temperature-density relation:

T (�) = T0
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* Extended He II Reionization *

Rudie+ 2012

Bolton+ in prep

Becker+ 2011

Temperatures from the Curvature
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Temperature-density relation:

T (�) = T0

✓
⇢
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◆��1

* Extended He II Reionization *

Rudie+ 2012

Bolton+ in prep

Becker+ 2011

Temperatures from the Curvature



George Becker - IoA & KICC

Mean transmitted flux

????
????

z ~ 4.4

The Continuum Problem

hF
trans

i =
F

observed

F
continuum
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The Continuum Solution

Don’t fit continua.

Composites of SDSS Spectra

Becker+ 2013

Flux ratio = Fz1/Fz2
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The Continuum Solution
Don’t fit continua.  Use composites.

Use flux ratios to get Fz/Fz=2

Composites of SDSS Spectra

Becker+ 2013
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Lyα Opacity -- Existing

Songaila 2004
Faucher-Giguere+ 2008

⌧e↵ = � ln hF i
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Lyα Opacity -- New

⌧e↵ = � ln hF i

Becker+ 2013
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1.  Much smaller errors
2.  Extends to z=5
3.  No bump

Lyα Opacity -- New

⌧e↵ = � ln hF i

Becker+ 2013
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Hydrogen Ionization Rate

Ionization timescale = 1 / Γ ~ 40,000 years

Becker & Bolton, in prep
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Hydrogen Ionization Rate
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This work (a=1.6)
Faucher−Giguere et al (2008)
 

Higher Γ due to 

(1) lower temperatures
(2) calibration with artificial spectra



George Becker - IoA & KICC

Ionization Rate        Ionizing Emissivity

Ṅion /
�

�HI�mfp

Roughly,

but exact treatment needed at z~2-3!

J(⌫0, z0) =
1

4⇡

Z 1

z0

dz
dl

dz

(1 + z0)3

(1 + z)3
✏(⌫, z)e�⌧eff (⌫0,z0,z)Radiative transfer:

⌧e↵(⌫0, z0, z) =

Z z

z0

dz0
Z 1

0

dNH If(NH I, z
0)(1� e�⌧⌫ )Ionizing opacity:

Intensity Emissivity
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Ionizing Opacity
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�N = 1.32± 0.05

�z = 2.1± 0.3

Number density of LLSsMean free path at 912 Å

Prochaska+ 2009
O’Meara+ 2013
Fumagalli+ submitted
Worseck+ in prep

Songaila & Cowie 2010
(includes Peroux+ 2003)

f(NH,I, z) / N��N

H I (1 + z)�zFit simultaneously:
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Emissivity Results
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STARBURST99
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Emissivity Results
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This work (a=1.3, _=3.0) 

Bolton & Haehnelt (2007)
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This work (a=1.6, _=3.0) 

Kuhlen & Faucher−Giguere (2012)
 

Higher values due to 

Text

(1) Higher Γ
(2) higher ionizing opacity
(3) inclusion of radiative transfer

Becker & Bolton, in prep
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Separating AGN and Stars

Galaxies dominate the 
emissivity near 1 Ryd at z > 4, 
and possibly at z > 2.4
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LBG+LAE emissivity, 
based on Nestor+ 2012

Becker & Bolton, in prep
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Ionizing efficiency of galaxies

We know:

1. The ionizing emissivity from the IGM

2. The non-ionizing emissivity galaxy 
surveys

Reddy & Steidel 2009

Compute the ionizing efficiency 
of galaxies... 
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Ionizing efficiency of galaxies

Galaxy UV emissivity:

ionizing / non-ionizing

1.  Ionizing efficiency increases with redshift

2.  Trend necessary for reionization continues to z~3
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Figure 2. Left: the differential rest-frame Lyα EW distribution, p(WLyα) (computed in bins spanning ∆WLyα,0 = 30 Å) for star-forming galaxies at z ! 6 in two
luminosity ranges (−21.75 < MUV < −20.25 on bottom and −20.25 < MUV < −18.75 on top). Overplotted in red is the Lyα EW distribution for LBGs at 4 < z < 5
derived from the sample in Paper I (dotted lines provide 1σ uncertainties). Right: evolution in the overall fraction of Lyα emitters (XLyα) in the LBG population
over 4 < z < 6. Luminous LBGs are considered in the bottom panel and less luminous systems in the top panel. In each panel, we derive the Lyα fraction of LBGs
with Lyα EWs larger than 25 Å (circles) and 55 Å (squares). Assuming a linear relationship between XLyα and z, we extrapolate these trends to z ! 7 (triangles with
dashed-line error bars).
(A color version of this figure is available in the online journal.)

the fraction of LAEs among the LBG population shows evidence
of an increase with redshift for lower luminosity galaxies.
Assuming a linear relationship between XLyα and redshift,
we find dX25

Lyα/dz = 0.11 ± 0.04. In contrast, less evolution
is seen in the larger EW bin (dX55

Lyα/dz = 0.018 ± 0.036),
consistent with the findings from Paper I. For the more luminous
subsample, the data are noisier but consistent with the above
trends, with the lowest EW bin showing the strongest indications
of positive evolution with redshift.

5. THE EXPECTED VISIBILITY OF Lyα
EMISSION IN z ! 7 LBGs

Our new results, taken together with those in Paper I, now
suggest that !54% of moderately faint (−20.25 < MUV <
−18.75) z ! 6 LBGs exhibit very strong Lyα emission. Recent
analyses of the colors of the z ! 7 LBGs indicate that these
systems are yet bluer than those at z ! 6 (Bouwens et al.
2010a), implying even less or no dust obscuration. Hence, the
redshift trend in the Lyα fraction in Figure 2 should continue to
z ! 7 suggesting that Lyα should be readily detectable in deep
spectroscopic campaigns.

Given the short cosmic time spanning 6 < z < 7 (!170 Myr),
it seems plausible to use the EW distribution and Lyα fractions
presented in Figure 2 to predict the expected Lyα visibility
for sources at z ! 7, assuming Lyα flux is not significantly
attenuated by neutral hydrogen in the IGM. Motivated by the
blue z ! 7 UV slopes discussed above, we extrapolate the
evolution in XLyα to z ! 7 (Figure 2). For low-luminosity
sources, this results in a small increase in the Lyα fraction

Figure 3. Predicted rest-frame Lyα EW distribution (in bins of ∆WLyα,0 =
30 Å) for z ! 7 LBGs based on an extrapolation of trends from Figure 2
assuming that the Lyα fraction increases linearly with redshift. Uncertainties
are based on statistical error in our lower redshift samples. The dashed
line indicates the limits that could be reached !4 hr of integration with
Keck/NIRSPEC. Significant deviations below this prediction may arise if the
IGM is partially neutral.
(A color version of this figure is available in the online journal.)

(∆X25
Lyα = 0.14) which we divide into the three EW bins using

weights set by p(WLyα,0). We follow the same procedure for the
luminous sources. The results, presented in Figure 3, suggest
a survey of !20–30 galaxies drawn from the now-available

4

Stark+ 2011

Becker & Bolton, in prep
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UVB at z > 5

Rapid change in the mean free path over 5 < z < 6?
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Summary

• UVB results based on new measurements of IGM 
properties over 2 < z < 5

- Temperature

- Opacity to Lyα photons 

- Opacity to ionizing photons

• Ionization rate ~flat over 2 < z < 5, although higher than 
other results (lower temperatures)

• Emissivity 2-6x higher than previous estimates 
(temperatures, ionizing opacity, RT)

- Flat or increasing with redshift

- More photons near the end of reionization

• Ionizing efficiency of galaxies appears to increase from z~3 
to 5, as required for reionization


