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Definition:  = perturbative coefficient* for X +  jets, at order σ(ℓ)
j j (αs) j+ℓσ(0)

0
= The full perturbative coefficient = LO shower kernel (correct single-unresolved limits)
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 NNLO + PS

NNLO Parton Shower

Problem: off-the shelf (N)LL showers do not match full NNLO 
singularity structure. (LO shower kernels only → iterated NLO structure.)



Solutions

2

A. Use off-the-shelf showers ⇒ deal with NNLO subtleties separately. 

B. Make a new shower which does match full NNLO singularity structure. 
(Want that anyway, eg for high-accuracy showers in their own right.)
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Status of (N)NLO+PS matching
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NLO+PS: two general approaches
Mc@Nlo [Frixione, Webber hep-ph/0204244]

modified subtraction with shower kernels
Powheg [Nason hep-ph/0409146]

Born-local NLO weight + MEC in shower
refinements KrkNlo [Jadach et al. 1503.06849]

and MAcNloPs [Nason, Salam 2111.03553]

+ shower matches fixed-order singularity structure
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NNLO+PS: first approaches, for some processes
UN2LOPS [Höche et al. 1405.3607]

inclusive NNLO + unitary merging
NNLOPS/MiNNLOPS

[Hamilton et al. 1212.4504]/[Monni et al. 1908.06987]

regulated NLO Powheg 1j + NNLO
Geneva [Alioli et al. 1211.7049]

NNLO matched resummation + truncated shower
≠ shower does not match fixed-order singularity structure
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•UN2LOPS: Sudakov from explicit unitarisation (→ event-weight flips → low efficiencies?) 
•MiNNLOPS/GENEVA: need analytic NNLL-NNLO Sudakov; done for several processes.  

๏ Note: resummation and shower pT variables must be the same to LL. (Effects of mismatches 
beyond controlled orders? Complex processes / “semi-unresolved” kinematics?)



๏Iterated single branchings do not cover all of double-branching PS 
•E.g., strong -ordering cuts out part of the second-order phase space 

๏Double-differential distribution in  &  
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Unordered with pT2 << Q0 

“Double Unresolved”
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Figure 12: The value of 〈R4〉 differentially over 4-parton phase space, with p⊥ ratios characterizing
the first and second emissions on the x and y axes, respectively. Strong ordering in p⊥ (left) compared
to no ordering (right). Gluon emission only. Matrix-element weights from MADGRAPH [51, 52],
leading color (no sum over color permutations).

Let us emphasize again that this is not a complete one-loop matching. With the scale variation,
we seek only to evaluate — the scale variation. We do not make any assumption that this variation
is representative of the entire remaining uncertainty, on which we have several other, independent,
handles, to which we shall return below. The procedure of employing scale variation alone as a (poor
man’s) estimate of the full uncertainty is obsolete in this framework.

4.2 Improving the Logarithmic Accuracy: 2→ 4

While parton emission using trial branchings can easily be made to cover the full phase space for a
single emission, the same is not true for multiple emissions. Due to the requirement of strong ordering,
some regions of phase space may be inaccessible, leading to so-called dead zones. This also happens
in strongly ordered dipole-antenna showers, for example in regions where several emissions happen
at closely similar emission scales, as shown in ref. [34, 54]. Since gluon emission and gluon splitting
processes have different singularity structures and are treated slightly differently, we first consider
the dominant case, that of gluon emission. We then give a few brief remarks about gluon splitting,
although we defer most of the details of that discussion to another publication [55].

4.2.1 Gluon Emission

A plot from ref. [34], showing the dead zone for Z → qggq̄ in a p⊥-ordered dipole-antenna shower,
is reproduced in the left-hand pane of Fig. 12. Each bin of this 2D histogram shows the value of R4,
eq. (83), averaged over all 4-parton phase space points that populate that bin. The black zone above
the strong-ordering line corresponds exactly to the spike on the left-hand edge of the plots in fig. 10
(the underflow bin).

If one simply removes the strong-ordering condition, equivalent to ordering the emissions only by

32

Strongly ordered

Hard 
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Ordered

R4 =
Sum(shower histories)

|M(LO,LC)
Z→4 |2

Example: Z → qggq̄

(Averaged over other phase-space variables, uniform RAMBO scan)

๏ Example point:  = 91 GeV,  = 5 GeV,  = 8 GeV 
๏ Unordered  but has  : “Double Unresolved” 
๏(Note: due to recoil effects, swapping the order of the two branchings does not simply give pT1 = 

8 GeV, pT2 = 5 GeV but for this example point just produces a different unordered set of scales.) 

mZ pT1 pT2

p⊥2 ≪ mZ

Lund plane: 
Log(pT) vs Rapidity

[Giele, Kosower, PZS, 1102.2126]

* Caveat: Lund diagram does not 
accurately represent recoil effects

https://arxiv.org/abs/1102.2126
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Interleaved single and double branchings

A priori, direct 2 ‘æ 4 and iterated 2 ‘æ 3 branchings overlap in strongly-ordered region.

Divide double-emission phase space into
strongly-ordered and unordered region:
[Li, Skands 1611.00013]
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d�<
+2: single-unresolved limits ∆ iterated 2 ‘æ 3
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+2: double-unresolved limits ∆ direct 2 ‘æ 4

By sectorisation, iterated 2 ‘æ 3 branchings are always strongly ordered.

Restriction on double-branching phase space enforced by additional veto:
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• Ordered clusterings    iterated single branchings  
• Unordered clusterings    new direct double branchings 

๏

⇔
⇔

Solution: Turn Vice to Virtue

4

Sector Definitions

dΦ<
+2 = Θ(Q̂2

+1 − Q2
+2)dΦ+2

dΦ>
+2 = (1 − Θ(Q̂2

+1 − Q2
+2))dΦ+2

“Ordered”

“Unordered”

Unique scales provided by deterministic clustering algorithm 
(In our case, the same as our sector-shower ordering variable)

Define:
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Developed in: Li & PZS, A Framework for Second-Order Showers, PLB 771 (2017) 59
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๏Iterated + Direct double branchings allows to fill all of phase space 
•  Can now consider NNLO MECs  
•Proof of concept for hadronic Z decays in VINCIA: 

⟹

⇒ Can do shower with NNLO Matrix-Element Corrections

6Slide adapted from C. Preuss
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Towards NNLO+PS [Campbell, Höche, Li, CTP, Skands 2108.07133]
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Idea: “Powheg at NNLO” (focus here on e+e≠ æ 2j)

ÈOÍVincia

NNLO+PS
=

⁄
d�2 B(�2) kNNLO(�2)

local K -factor

S2(t0, O)
shower operator

Need:
1 (Born-local) NNLO K -factors
2 shower filling strongly-ordered and unordered regions of 1- and 2-emission phase space
3 tree-level MECs in strongly-ordered and unordered shower paths
4 NLO MECs in the first emission

“Two-loop MEC”

[Campbell, Höche, Li, Preuss, PZS, 2108.07133]

Need: 
➊ Born-Local NNLO ( ) K-factors:  

➋ NLO ( ) MECs in the first  shower emission:  

➌ LO ( ) MECs for next (iterated)  shower emission:  

➍ Direct  branchings for unordered sector, with LO ( ) MECs: 

𝒪(α2
s ) kNNLO(Φ2)

𝒪(α2
s ) 2 → 3 w2→3

NLO(Φ3)
𝒪(α2

s ) 2 → 3 w3→4
LO (Φ4)

2 → 4 𝒪(α2
s ) w2→4

LO (Φ4)

Idea: “POWHEG at NNLO” (focus here on )e+e− → 2j

VINCIANNLO

https://arxiv.org/abs/2108.07133


➊ Weight each Born-level event by local K-factor

7
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NNLO K -factors

Each Born-level event is reweighted by a local K -factor:

kNNLO(�2) = 1 + V(�2)
B(�2)

+
I
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For two-particle colour-singlet decays, this can be calculated analytically.

In general, very di�cult to define Born-local NNLO subtraction.
B R RR

V RV

VV

1

2

0

0 1 2

Lo
op

s

Legs

Fixed-Order Coefficients: Subtraction Terms (not tied to shower formalism):
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Note: requires “Born-local” NNLO subtraction terms. Currently only for simplest cases. 
Some ideas what to do in meantime — strongly interested in local subtraction schemes

−



➋ & ➌ Iterated  Shower with Second-Order MECs2 → 3
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NNLO+PS with sector showers

Key aspect

up to matched order, include process-specific NLO corrections into shower evolution:
1 correct first branching to exclusive (< tÕ) NLO rate:

�NLO

2 ‘æ3 (t0, tÕ) = exp
;

≠
⁄ t0

tÕ
d�+1 A2 ‘æ3(�+1)wNLO

2 ‘æ3 (�2, �+1)
<

2 correct second branching to LO ME:

�LO

3 ‘æ4(tÕ, t) = exp
;

≠
⁄ tÕ

t
d�Õ

+1 A3 ‘æ4(�Õ
+1)wLO

3 ‘æ4(�3, �Õ
+1)
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3 add direct 2 ‘æ 4 branching and correct it to LO ME:

�LO

2 ‘æ4(t0, t) = exp
;

≠
⁄ t0

t
d�>

+2 A2 ‘æ4(�+2)wLO

2 ‘æ4(�2, �+2)
<

∆ entirely based on MECs and sectorisation

∆ by construction, expansion of extended shower matches NNLO singularity structure
But shower kernels do not define NNLO subtraction terms� (!)

�This would be required in an “Mc@Nnlo” scheme, but di�cult to realise in antenna showers. Slide adapted from C. Preuss

t0
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t

Iterated: 
(Ordered) 

2 → 3
3 → 4

➋

➌

VINCIA NNLO
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➍ Direct  Shower with Second-Order MECs2 → 4
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๏Sector Antenna Formalism  
•Divide n-gluon  into n non-overlapping sectors.  
•Inside each: only most singular kernel contributes.  
•  Each sector branching kernel must contain the 
full soft-collinear singular structure of its sector ✅  

๏Lorentz-invariant def of “most singular” gluon: 
•Based on ARIADNE    with                

๏ Suitable for antenna approach. Vanishes linearly when 
either  or , quadratically when both . 

(One sector per gluon that can become soft; each sector 
also contains  collinear part). 

๏Same singularity structure as convention showers, 
but with just a single history (not factorial growth) 

•  with a single unique scale 
๏ (+ generalisation to )

Φn

⟹

p2
⊥j =

sijsjk

sijk
sij ≡ 2(pi ⋅ pj)

sij → 0 sjk → 0 → 0

zg ≤ 1/2

⟹
g → qq̄

Sectorization keeps it simple

10

Sector j
j radiated by !i,k"

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

yij ! sij#sijk ! 1"xk

y jk
!
s jk
#s
ijk
!
1"
x i

Sector populated by IK#ijk

Sector k
k radiated by !j,i"

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

yij ! sij#sijk ! 1"xk

y jk
!
s jk
#s
ijk
!
1"
x i

Sector populated by JI#jki

Sector i
i radiated by !k,j"

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

yij ! sij#sijk ! 1"xk

y jk
!
s jk
#s
ijk
!
1"
x i

Sector populated by KJ#kij

Figure 4: Illustration of the three phase-space sectors in a color-singlet gigjgk configuration, using transverse
momentum to discriminate between sectors [17].

functions must necessarily reflect this reorganization. The double pole, located at the origin of the
plots in fig. 4, is contained entirely within the IK ! ijk antenna, and can therefore be carried over
from the global case without modification. The single-pole terms, however, change to account for
collinear radiation now being produced by a single antenna rather than two overlapping ones.

In section 3.1, we discuss how the singularity structure of the individual antennae is modified
and derive a complete set of sector antenna functions. In section 3.2, we compare these functions to
fixed-order matrix elements for Z ! 4, 5, and 6 partons. In section 3.3, we discuss the ambiguities
remaining concerning non-singular (and non-universal) terms. Finally, in section 3.4, we compare
various options for how to partition phase-space into sectors.

3.1 Singularity Structure

In the so-called “planar” (leading-color) limit, which is used to represent color flow in parton-shower
event generators, gluons are viewed as composed of a triplet and an antitriplet color charge, which are
part of two separate color dipoles. For instance, in a qgq̄ configuration, there will be one color dipole
stretched between the qg pair and one stretched between the gq̄ pair. The full collinear singularity of
the gluon is obtained by summing over the two. In the global antenna approach, radiation from both
pairs is allowed to contribute over all of phase-space. In the sector approach, either the qg pair or the
gq̄ one contributes to each qggq̄ phase-space point. In order for the two approaches to reproduce the
same collinear limit, the sector antennae must include those collinear terms that would be generated
by their neighbors in the global case.

As our starting point, we take the GGG global antennae [39]. The qq̄ ! qgq̄ antenna is the same
for global and sector decompositions, since there are no neighboring antennae in this case. In the
terminology of our conventions,

a
sct
g/qq̄ = a

gl
g/qq̄. (9)

In the qg ! qgg (or gq̄ ! ggq̄) case, there is the collinear limit on the edge of the parent gluon to
be dealt with. In this limit there is a mapping z ! 1 � z between the antenna and its neighboring
antenna. A single global antenna thus compares to the full g ! gg splitting function in the collinear
limit as follows [39],

ā
gl
g/qg(pi, pj , pk)

sjk!0
�!

1

sjk

✓
Pgg!G(z)�

2z

1� z
� z(1� z)

◆
+ O(1), (10)

6
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In collinear limits, 
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boundaries lie at 
z = (1 − y) = 1

2

Example: single-branching sectors in H → gigjgk
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gq̄ one contributes to each qggq̄ phase-space point. In order for the two approaches to reproduce the
same collinear limit, the sector antennae must include those collinear terms that would be generated
by their neighbors in the global case.

As our starting point, we take the GGG global antennae [39]. The qq̄ ! qgq̄ antenna is the same
for global and sector decompositions, since there are no neighboring antennae in this case. In the
terminology of our conventions,

a
sct
g/qq̄ = a

gl
g/qq̄. (9)

In the qg ! qgg (or gq̄ ! ggq̄) case, there is the collinear limit on the edge of the parent gluon to
be dealt with. In this limit there is a mapping z ! 1 � z between the antenna and its neighboring
antenna. A single global antenna thus compares to the full g ! gg splitting function in the collinear
limit as follows [39],

ā
gl
g/qg(pi, pj , pk)

sjk!0
�!

1

sjk

✓
Pgg!G(z)�

2z

1� z
� z(1� z)

◆
+ O(1), (10)

6

๏Kosower PRD 57 (1998) 5410; PRD 71 (2005) 045016;  
๏also used in Larkoski & Peskin PRD 81 (2010) 054010; PRD84 (2011) 034034 
๏+ Showers: Lopez-Villarejo & PS JHEP 11 (2011) 150; Brooks, Preuss & PS JHEP 07 (2020) 032

https://arxiv.org/abs/1109.3608
https://arxiv.org/abs/2003.00702


๏In global antenna subtraction & in conventional dipole/antenna showers: 
•Total gluon-collinear DGLAP kernel is partial-fractioned among neighbouring “sub-antenna 
functions” → factorially growing number of contributing terms in each phase-space point 

๏  Sector kernels can be replaced by direct ratios of (colour-ordered) tree-level MEs: 

•

Global shower:  = complicated 

•

Sector shower:  = simple

⇒

Aglb
IK→ijk(i, j, k) → Aglb

IK→ijk

|Mn+1(…, i, j, k, …) |2

∑h∈histories Ah |Mn(…Ih, Kh, …) |2

Asct
IK→ijk(i, j, k) →

|Mn+1(…, i, j, k, …) |2

|Mn(…I, K, …) |2

MECs are extremely simple in sector showers

11

๏ Lopez-Villarejo & PZS JHEP 11 (2011) 150

๏ Fischer & Prestel EPJC77(2017)9

Note: can just use ME also in denominator, not shower kernel, since we matched at previous order “already”
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Sector-antenna functions

Splitting kernels have to incorporate full single-unresolved limits for given PS point
(Kosower subtraction terms [Kosower PRD 57 (1998) 5410, PRD 71 (2005) 045016])

e.g. (FF) qg ‘æ qgg (sij = 2pi · pj ):

Asct

qg ‘æqgg (iq , jg , kg ) æ

Y
_]

_[

2sik
sij sjk

if jg soft
1
sij

1+z2

1≠z if iq Î jg
1

sjk
2(1≠z(1≠z))2

z(1≠z) if jg Î kg

Compare to global antenna functions:
only “half” of the jg Î kg limit contained in the splitting kernel:

Agl

qg ‘æqgg (iq , jg , kg ) æ

Y
_]

_[

2sik
sij sjk

if jg soft
1
sij

1+z2

1≠z if iq Î jg
1

sjk
1+z3

1≠z if jg Î kg

“rest” of the jk-collinear limit reproduced by neighbouring antenna (z ¡ 1 ≠ z)

Global Antenna
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Sector-antenna functions

Splitting kernels have to incorporate full single-unresolved limits for given PS point
(Kosower subtraction terms [Kosower PRD 57 (1998) 5410, PRD 71 (2005) 045016])

e.g. (FF) qg ‘æ qgg (sij = 2pi · pj ):

Asct

qg ‘æqgg (iq , jg , kg ) æ

Y
_]

_[

2sik
sij sjk

if jg soft
1
sij

1+z2

1≠z if iq Î jg
1

sjk
2(1≠z(1≠z))2

z(1≠z) if jg Î kg

Compare to global antenna functions:
only “half” of the jg Î kg limit contained in the splitting kernel:

Agl

qg ‘æqgg (iq , jg , kg ) æ

Y
_]

_[

2sik
sij sjk

if jg soft
1
sij

1+z2

1≠z if iq Î jg
1

sjk
1+z3

1≠z if jg Î kg

“rest” of the jk-collinear limit reproduced by neighbouring antenna (z ¡ 1 ≠ z)

Sector Antenna

= the full  DGLAP kernelg → gg= partial-fractioned  DGLAP kernelg → gg

https://arxiv.org/abs/1109.3608
https://arxiv.org/abs/1706.06218


Validation: Real and Double-Real Corrections
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Real and double-real corrections
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Slide adapted from C. Preuss
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The Real-Virtual Correction Factor
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Real-virtual corrections

Real-virtual correction factor
wNLO

2 ‘æ3 = wLO

2 ‘æ3
!

1 + wV

2 ‘æ3
"

studied analytically in detail for Z æ qq̄ in [Hartgring, Laenen, Skands 1303.4974]:

∆ now: generalisation & (semi-)automation in Vincia in form of NLO MECs

Slide adapted from C. Preuss

๏Hartgring, Laenen, PS JHEP 10 (2013) 127
VINCIA NNLO



Real-Virtual Corrections: NLO MECs

1422/29

NLO MECs

Rewrite NLO MEC as product of LO MEC and “Born”-local K -factor 1 + wV

(“Powheg in the exponent”):

wNLO

2 ‘æ3 (�2, �+1) = wLO

2 ‘æ3(�2, �+1) ◊ (1 + wV

2 ‘æ3(�2, �+1))

Local correction given by three terms:

wV

2 ‘æ3(�2, �+1) =
3

RV(�2, �+1)
R(�2, �+1)

+ I
NLO(�2, �+1)
R(�2, �+1)

NLO Born+1j +
⁄ t

0
d�Õ

+1

5
RR(�2, �+1, �Õ

+1)
R(�2, �+1)

≠
S

NLO(�2, �+1, �Õ
+1)

R(�2, �+1)

6 4

NLO Born ≠
3

V(�2)
B(�2)

+ I
NLO(�2)
B(�2)

+
⁄ t0

0
d�Õ

+1

5
R(�2, �Õ

+1)
B(�2)

≠
S

NLO(�2, �Õ
+1)

B(�2)

6 4

shower +
3

–S

2fi
log

3
Ÿ2µ2

PS

µ2
R

4
+

⁄ t0

t
d�Õ

+1 A2 ‘æ3(�Õ
+1)wLO

2 ‘æ3(�2, �Õ
+1)

4

First and third term from NLO shower evolution, second from NNLO matching

Calculation can be (semi-)automated, given a suitable NLO subtraction scheme

Slide adapted from C. Preuss

VINCIA NNLO



New: NNLO+PS for H → bb̄

15

Fixed-order matching: Vincia
[C. Preuss’ talk]

20/28

NNLO+PS matching in hadronic Higgs decays
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Slide adapted from C. Preuss

(Parton level)

 CPU-hours∼ 13

(Parton level)

VINCIA NNLO



“VINNLOPS” : Generalisations and Limitations
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๏The VINNLOPS method (aka NNLO MECs) is in principle general 
•First fully-differential NNLO matching; built on shower with NNLO-accurate pole structure 

๏Addition of colour singlets trivial; automation on the level of “process classes”.  
•E.g., if e+e− → 2j implemented, also e+e− → 2j + X with any set of colour singlets X.  

๏Additional final-state partons straightforward. In practice, some pitfalls:  
•Born-local NNLO weight not available in general. 
•Quark-gluon double-branching antenna functions develop spurious singularities, but: 

๏ No exact knowledge of double-branching kernels required. 
๏ Sector-antenna functions can effectively be replaced by matrix-element ratios.  

•Subtractions via “colour-ordered projectors” under development. 

๏For hadronic initial states, the technique remains structurally the same.  
•Interplay of NLO parton evolution and NLO shower evolution needs clarification.  
•Further questions on phase-space coverage (“power showers” needed to fill full PS?) 

No dependence on any auxiliary scales or external analytic input other than the fixed-order amplitudes



Extra Slides



๏Current status 
•Full-fledged sector shower for ISR and FSR, including multipole-coherent QED shower 
•Efficient sector-based CKKW-L style LO merging  & POWHEG Hooks  

๏Soon … 
•VINCIANNLO Implementation of SM colour-singlet decays ( , ) 
•Automation of iterated tree-level MECs. Using interfaces to MadGraph & Comix. 
•Final-Final double-branchers (  antenna branchers; QG parents still need work). 

๏Next few years  (post doc opening soon at Monash) 
•Iterated NLO MECs for final-state radiators. Using MCFM interface 
•Incoming Partons (double-branchings, interplay with PDFs, initial-state phase space, …) 

๏Required from fixed-order community (anticipated on ~ short time scale) 
•Born-local NNLO k-factors for “arbitrary” processes; in reasonable CPU time?

V/H → qq̄ H → gg

2 → 4

Further Work

18

๏[Brooks, Preuss, PS, 2003.00702] ๏[PS, Verheyen, 2002.04939]

[Brooks, Preuss, 2008.09468] [Hoche, Mrenna, Payne, Preuss, PS, 2106.10987]

๏[Campbell, Hoche, Preuss 2107.04472]

https://arxiv.org/abs/2003.00702
https://arxiv.org/abs/2002.04939
https://arxiv.org/abs/2008.09468
https://arxiv.org/abs/2106.10987


Final Remarks: Perspectives for Matching at N3LO 

19

๏TOMTE (similar in spirit to UN2LOPS)  
•Starts from NNLO+PS matched cross section for X + jet ~ UN2LOPS 
•Allow jet to become unresolved, regulated by shower Sudakov 
•Remove unwanted NNLO terms and subtract projected 1-jet bin from 0-jet bin 
•Include N3LO jet-vetoed zero-jet cross section 
•Some challenges:  

๏ Large amount of book-keeping ➜ complex code & computational bottlenecks? 
๏ Many counter-events, counter-counter-events, etc ➜ many weight sign flips. 
๏  Huge computing resources for relatively slow convergence? 

๏N3LO MECs? (hypothetical extension of VINCIANNLO MECs) 
•Method in principle generalises. 
•Add direct-triple ( ) branchings to cover all of phase space: in principle simple. 
•Challenging: need local NNLO subtractions for Born + 1. 
•… 

⟹

2 → 5

๏[Prestel, 2106.03206] & [Bertone, Prestel, 2202.01082]

https://arxiv.org/abs/2106.03206
https://arxiv.org/abs/2202.01082


The Solution that worked at LO: Smooth Ordering

20

๏Wanted starting point for (LO) matrix-element corrections over all of 
phase space (good approx → small corrections) 

•Allow newly created antennae to evolve over their full phase spaces, with 
suppressed (beyond-LL) probability: smooth ordering

y

P e t e r  S k a n d s

Strong Ordering

17M o n a s h  U n i v e r s i t y

ln(p�)

ln(p�1)

ln(p�2)

(a) Strong Ordering

P e t e r  S k a n d s

Smooth Ordering

18M o n a s h  U n i v e r s i t y

ln(p�)

y

ln(p�1)

ln(p�2)

(b) Smooth Ordering

Figure 10: Illustration of the phase-space coverage of p?-ordered dipole/antenna showers with
(a) strong and (b) smooth ordering, in the “origami” plane of ln p? vs rapidity.

shower evolution to populate only the region below the p?1 scale produces a strongly ordered shower,
illustrated in fig. 10a with the blue and red shaded regions representing the phase space accessible to
a second and third branching, respectively. The case of smooth ordering is illustrated in fig. 10b for
the same sequence of branchings. In this case, each of the antennae produced by the first branching
are allowed to evolve over their full phase spaces, and their respective full phase-space triangles
are therefore now included in the diagram, using solid black lines for the first branching and red
dotted lines for the phase-space limits after the second branching. The suppression of the branching
probability near and above the branching scale is illustrated by reducing the amount of shading of
the corresponding regions. Comparing the figures, one can see that we expect no change in the total
range or integrated rate of soft emissions (at the bottom of the diagrams). The only effects occur
near and above the branching scale where the strongly ordered (LL) shower formalism is anyway
unpredictive. In sec. 3.4 below, we show explicitly that the leading-logarithmic structure of smoothly-
ordered showers is identical to that of strongly ordered ones, but for the remainder of this section we
constrain our attention to comparisons with fixed-order matrix elements.

A further point that must be addressed in the context of the ordering criterion is that our matrix-
element-correction formalism, discussed below, requires a Markovian (history-independent) definition
of the t̂ variable in the Pimp factor in eq. (68). Rather than using the scale of the preceding branching
directly (which depends on the shower path and hence would be history-dependent), we therefore
compute this scale in a Markovian way as follows: Given a n-parton state we determine the values of
the evolution variable corresponding to all branchings the shower could have performed to get from
any (n � 1)- to the given n-parton state. The reference scale t̂ is then taken as the minimum of those
scales. The dead zone, equivalent to the unordered region, is now populated by allowing branchings
of a restricted set of antennae to govern the full relevant phase space. Such antennae are are called
unordered, while other antennae are called ordered. It is in principle permissible to treat all antennae
in an event as unordered. To mimic the structure of effective 2 ! 4 and higher branchings, we
however only tag those antennae which are connected to partons that partook in the branching that
gave rise to the chosen value for t̂ as unordered. Branchings of ordered antennae may then contribute
below the scale t̂.

For example, consider the case of a gluon emission being associated with the smallest value of
the evolution variable. In this case the gluon as well as the two partons playing the role of the parent
antenna that emitted the gluon, are marked for unordering and therefore all antennae in which these

27

Figures from Fischer, Prestel, Ritzmann, PZS: 
EPJC76 (2016) 11, 589 

instead of strong ordering
(analogous to POWHEG hfact)

Pimp =
p2?n�1

p2?n�1 + p2?n

! 1 for p?n ⌧ p?,n�1

! 1/2 for p?n ⇠ p?,n�1

! 0 for p?n � p?,n�1

Giele, Kosower, PZS: PRD84 (2011) 054003 

~

Fischer, Prestel, Ritzmann, PZS: EPJC76 (2016) 11, 589 

aeik2!4 ⇠ 1

p2?n�1

Pimp
1

p2?n

/
(

1/p2?n ordered

1/p4?n unordered

Leading Logs unchanged

Note: this conclusion appears to differ from that of Bellm et al., Eur.Phys.J. C76 (2016) no.1  
My interpretation is that, in the context of a partonic angular ordering, they neglect the additional rapidity range from the extra origami folds

for a final-final antenna12 with invariant mass m and assuming p
2
? ⌧ m

2. This agrees with the LL
limit for dipole showers derived in [30]. We note that the second term is absent from [87, eq. (8)]
due to a phase-space restriction placed in eq. (2) of that paper, which we believe is appropriate to
remove double-counting of soft emissions in showers based on DGLAP kernels. In the context of
antenna showers however, the antenna functions already have the correct (eikonal) soft limits, and the
imposition of this additional phase-space constraint would have the (undesired) effect of removing
the added rapidity range corresponding to the extra origami fold discussed in sec. 3.3, producing
an “undercounting” of soft emissions. We therefore regard the expression above, eq. (76), as the
reference expression which an LL-correct antenna shower should reproduce.

A counter-example, illustrating an incorrect LL behaviour, can be furnished by considering a so-
called “power shower” [73] in which the upper boundary of the integral above is replaced by m

2 rather
than Q

2
? (e.g., letting newly created antennae evolve over their full phase spaces, irrespective of the

ordering scale, and without any suppression). This produces an extra logarithm which is not present
in the strongly ordered case:

� ln �pwr
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, (77)

where we have rewritten the 1
2 ln2(m2

/p
2
?) result to make the two first terms identical to the ones pro-

duced in the strongly ordered case, so that the third term, highlighted in red, represents the difference.
For smooth ordering, with the Pimp suppression factor defined in eq. (68), the relevant integral is:
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which after a bit of algebra can be cast in the following form:
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where the two first terms are again identical to those of eq. (76). In the third term, ln(1+p
2
?/Q

2
?) ! 0

for p
2
?/Q

2
? ! 0, and the fourth and fifth terms are bounded by �⇡

2
/12 < Li2(�x) < 0 (with 0

corresponding to the limit x ! 0 and �⇡
2
/12 for x ! 1). We thus conclude that the LL properties

of the antenna shower are not spoiled by changing from strong to smooth ordering.

Hadronic Z Decays

To increase the available phase space we used a heavy Z with mZ = 1000 GeV which decays hadron-
ically. In fig. 14 we present the parton-level result for four successive jet resolution measures, ymm+1

(with m 2 {2, 3, 4, 5}), and their ratios ymm+1/ym�1m, using the Durham jet algorithm. Jet resolu-
tion scales exhibit a Sudakov suppression for low values, and exhibit fixed-order behaviour for large
values. We note that in realistic calculations (and in experimental data), low-scale values are typically
strongly affected by hadronisation corrections, which are absent here since we are at parton level, with
a fixed ↵s. We also exclude values of ymm+1 corresponding to scales below the shower cutoff. Small
values of the ratios ymm+1/ym�1m highlight the modelling in the region of large scale separation,

12For initial-initial antennae, replace m in the phase-space limit on the rapidity integral in eq. (75) by
p
s =p

sAB/(xAxB), assuming xAxB ⌧ 1. For initial-final antennae, replace it by
p

sAK/xA assuming xA ⌧ 1.

31

The resulting distributions are shown in red in fig. 11. Applying the cut leads to a removal of the part
of phase space where the Z should have been generated as an emission rather than as part of the hard
process. The distribution is now dominated by QCD and the smoothly ordered shower produces a
narrower as well as more symmetric distribution, compared to the strongly ordered shower.

Similarly we repeat the two-dimensional histograms for the smoothly-ordered antenna shower in
fig. 12 without and in fig. 13 with the cut on m

2
?Z

. As expected, we obtain an improved description as
compared to both the strong and unordered showers, figs. 8 and 9 respectively. Due to the form of the
improvement factor in eq. (68) we get a factor of 0.5 at the green line, around where the scales of the
two branchings coincide, leading to a better description already of this region. Once again these plots
show that the shower undercounts the region where the Z boson is very soft and should have been
generated with a weak shower, representing a path that is not available in VINCIA yet. The strongly
unordered region remains somewhat overcounted, though by less than a factor 2, far better and with
narrower distributions than was the case for the fully unordered shower, fig. 9.

An extended set of plots, including Higgs production processes, can be found in app. B.

3.4 Smooth Ordering vs. Strong Ordering

This section presents a comparison of strong and smooth ordering, first in terms of their analyti-
cal leading-logarithmic structures, and then using jet clustering scales, investigating the processes
e
+
e
�
! jets as well as pp ! Z+jets. The analyses are adapted from the code used in [30], originally

written by S. Höche. In order to focus on the shower properties we present parton-level distribu-
tions, with MECs switched off, a fixed strong coupling with ↵s(mZ) = 0.13, and a very low cutoff,
10�3 GeV for e

+
e
�

! jets and 10�2 GeV for pp ! Z+jets. To furthermore put the magnitude of
the differences between smooth and strong ordering into perspective, an ↵s(mZ)-variation band for
the strongly ordered result is included in figures 14 and 15.

We emphasise that, even leaving the ↵s and cutoff settings aside, the distributions in this section
are meant for validation only. The event generation modus used below does not make use of VINCIA’s
matrix-element correction features. When using MECs, the main purpose of the smooth ordering is
to fill the available phase space with non-vanishing weight, which allows a reweighting to reproduce
the correct LO matrix-element result. Keeping this disclaimer in mind, it is still useful to investigate
how the phase space is filled before MECs are applied.

Leading Logarithms

As discussed in the preceding section, the leading (double-pole) behaviour of the gluon-emission
antenna functions is just a constant over phase space when expressed in terms of the origami variables
ln(p?) and y. We begin by considering a conventional strongly-ordered antenna shower, such as that
of ARIADNE [13, 21] (or VINCIA with strong ordering). The leading contribution to the Sudakov
factor �(Q2

?, p
2
?) representing the no-branching probability between two resolution scales Q

2
? > p

2
?

(e.g., following a preceding branching which happened at the scale Q?), is then, cf. eq. (70),
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Figure 14: Smoothly ordered parton showers compared to matrix elements. Distribution of
log10(PS/ME) in a flat phase-space scan. Contents normalized by the number of generated points.
Gluon emission only. Matrix-element weights from MADGRAPH [51,52], leading color (no sum over
color permutations). Compare to fig. 10 for strong ordering.

have looked if the alternative measure m2
D = 2min(m2

ij,m
2
jk) had been used instead of p⊥ in the

suppression factor eq. (96). Although there is still clearly an improvement over the pure phase-space-
ordered case — the dead zone has been eliminated — it is much less convincing than for p⊥, as the
weights are larger in the region above the thin horizontal red line.

To illustrate how this approximation evolves with parton multiplicity, we show the distribution of
the log of the PS/ME ratio with this modification, in fig. 14, for Z → 4, 5, and 6 partons, including
only leading-color gluon emission. One observes a marked improvement with respect to the strongly
ordered approximations, fig. 10, for all multiplicities. In particular, not only the dead zones but
also the large tails towards low PS/ME ratios visible in the higher-multiplicity plots in fig. 10 have
disappeared, which we interpret as a confirmation that the logarithmic accuracy of the approximation
has indeed been improved. Notice, however, that the ARIADNE functions (where we have here used
the ψAR kinematics map for both qg and gg antennæ, hence the explicit label on the plot) still tend to
shift the shower approximations systematically towards softer values, whereas the GGG ones remain
closer to the matrix elements.

4.2.2 Gluon Splitting

For gluon splitting, there is no soft singularity, only a collinear one. This means there is now only a
single log-enhancement (instead of a double log) driving the approximation and competing with the
(uncontrolled) finite terms. It is therefore to be expected that the LL approximation to gluon splitting
is significantly worse, over more of phase space, than is the case for gluon emission.

Furthermore, if the two neighboring dipole-antennæ that share the splitting gluon are very un-
equal in size, e.g., as a result of a preceding close-to-collinear branching, then higher-order matrix
elements and splitting functions unambiguously indicate that the total gluon splitting probability is
significantly suppressed. This is not taken into account when treating the two antennæ as independent
radiators. This effect was already noted by the authors of ARIADNE, and a first attempt at including it
approximately was made by applying the following additional factor to gluon splittings in ARIADNE,
in addition to the strong-ordering condition,

Gluon Splitting (ARIADNE) : Θord PLL → ΘordPAriP
LL = Θord

2sN
sIK + sN

PLL , (97)
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Figure 10: Strongly ordered parton showers compared to matrix elements. Distribution of
log10(PS/ME) in a flat phase-space scan. Contents normalized by the number of generated points.
Spikes on the far left represent the underflow bin — dead zones in the shower approximations. Gluon
emission only. Matrix-element weights from MADGRAPH [51, 52], leading color (no sum over color
permutations).

where θik is the angle between the after-branching parents in the CM frame of the branching. We
show the results of these comparisons in fig. 10, for four different shower approximations:

• GGG: p⊥-ordering using default VINCIA settings, i.e., the GGG antenna functions and the
ψAR kinematics map for all branchings. I.e., the parents share the recoil in proportion to their
energies in the CM of the dipole-antenna.

• ψPS p⊥-ordering using the GGG antenna functions and the parton-shower-like (PS) longitudinal
kinematics map. I.e., the parent with the largest invariant mass with respect to the emitted parton
recoils only longitudinally.

• mD-ord: mD-ordering using the GGG antenna functions and the ψAR kinematics map.

• ARI: p⊥-ordering using our best imitation of the what the real ARIADNE program does. It uses
p⊥-ordering, but with the ARIADNE radiation functions instead of the GGG ones, and it also
uses a special recoil strategy, as follows; for qg dipoles, the quark always takes the entire recoil
(in the CM of the dipole), whereas for gg dipoles, the ψAR angle is used to distribute the recoil.

In all cases, we compare to one leading-color (LC) matrix element, i.e., before summing over colors,
and with all color factors having been divided out. We present an extensive set of comparisons for
different ordering variables in appendix A.

The two bins around zero correspond to the parton-shower approximation having less than a 10%
deviation from the full matrix element. At four partons, on the left-hand pane, these two bins contain
over 35-60% of the sampled phase-space points, depending on the approximation, with tails extending
out towards larger deviations. The spikes at the extreme left edge of the plots represent the underflow
bin, including −∞, which corresponds to zones in which all of the possible shower histories have
been removed by the strong-ordering condition. Such dead zones are characteristic of (ordered) LL
parton showers, when the ordering variable is more restrictive than pure phase space. We shall later
discuss how to remove them while simultaneously improving the approximation in the ordered region
as well.

For all multiplicities, the default p⊥-ordering with the antenna-like ARIADNE recoil map appears
to generate the best overall agreement (narrowest distribution). The parton-shower-like longitudinal
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Even after three sequential shower emissions, the smooth shower approximation is 
still a very close approximation to the matrix element over all of phase space

No uncontrolled 
tails even at 2→6

(at tree level)

RN = log10
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(Why it works?)
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๏The antenna factorisations are on shell 
•n on-shell partons → n+1 on-shell partons 

๏ In the first 2→3 branching, final-leg virtualities assumed ~ 0  
๏

Strong Ordering:

these virtualities 

small compared to these virtualities
on shell

on sh
ell

on shell

Cannot be neglected in unordered part of phase space

Any 2→4 Feynman diagrams we draw will involve intermediate 
propagators with virtualities of order the last pT2 scales

1

2pi · pj
!

Pimp(n ! n+ 1)

2pi · pj
=

1

2pi · pj +O(p2?n+1)
Interpretation: off-shell effect

Good agreement with ME → good starting point for 2→4 



The problem with Smooth Ordering
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๏Smooth ordering: nice tree-level expansions (small ME corrections) ⇨ 
good 2→4 starting point 

•But we worried the Sudakov factors were “wrong” ⇨ not good starting point for 
2→3 virtual corrections? Not good exponentiation?

Q

p
s

Q̂

n0 1 2

�
2!

3 ( p
s, Q̂

) �
⇠ 1

� e↵
2!

4 ⇠
�
2!

3 ( p
s, Q̂)

p
s1

Figure 4. Illustration of scales and Sudakov factors involved in an unordered sequence of two 2 ! 3
branchings, representing the smoothly ordered shower’s approximation to a hard 2 ! 4 process.

eq. (2.33), we also see that the e↵ective 2 ! 4 radiation function, obtained from iterated

2 ! 3 splittings, is modified as follows,

P2!4 /
1

Q̂2

Q̂2

Q2

1

Q2
!

1

Q4
+O(...) , (2.35)

in the unordered region. That is, the intermediate low scale Q̂, is removed from the e↵ective

2 ! 4 function, by the application of the Pimp factor.

Finally, to illustrate what happens to the Sudakov factors, we illustrate the path through

phase space taken by an unordered shower history in figure 4. An antenna starts showering at

a scale equal to its invariant mass,
p
s, and a first 2 ! 3 branching occurs at the evolution scale

Q̂. This produces the overall Sudakov factor �2!3(
p
s, Q̂). A daughter antenna, produced

by the branching, then starts showering at a scale equal to its own invariant mass, labeled
p
s1. However, for all scales larger than Q̂, the Pimp factor suppresses the evolution in this

new dipole so that no leading logs are generated. To leading approximation, the e↵ective

Sudakov factor for the combined 2 ! 4 splitting is therefore given by

�e↵

2!4 ⇠ �2!3(
p
s, Q̂) , (2.36)

in the unordered region. Thus, we see that a dependence on the intermediate scale Q̂ still

remains in the e↵ective Sudakov factor generated by the smooth-ordering procedure. Since

Q̂ < Q in the unordered region, the e↵ective Sudakov suppression of these points might

be “too strong”. The smooth ordering therefore allows for phase space occupation in regions

corresponding to dead zones in a strongly ordered shower, but it does suggest that a correction

– 16 –

For unordered branchings 
(e.g., double-unresolved) 

effective 2→4 Sudakov factor 
effectively → LL Sudakov for 
intermediate (unphysical) 3-

parton point

Hartgring, Laenen, PZS, JHEP 1310 (2013) 127
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from a uniformly distributed random number R ∈

[0, 1] by solving the following equation for Q2:

R = ∆2→4(Q2
0,Q

2) = exp[−A(Q2
0,Q

2)] . (14)

This is done by means of the veto algorithm,

which allows us to replace the (complicated) a4

by a simple overestimate of it. We construct an

appropriate “trial function” from the product of

two eikonal functions a2→3
trial

= 2g2
sCA/p

2
⊥, with

an improvement factor Pimp from smooth-ordering

showers [22] which improves the approximation in

the unordered region of phase space, and an over-

all factor 2 ensuring that the overestimate remains

valid in the region p345
⊥ ∼ p456

⊥ . Thus,

1

(16π2)2
a2→4

trial =
2

(16π2)2
a2→3

trial (Q2
3)Pimpa2→3

trial (Q2
4)

= C

(
αs

4π

)2 128

(Q2
3
+ Q2

4
)Q2

4

. (15)

where C is the colour factor for the double branch-

ing, normalised so that C → C2
A at leading colour.

In particular, the trial function for sector A (B) is

independent of momentum p6 (p3) which makes it

easy to translate the 2→ 4 phase spaces defined in

eq. (6) to shower variables. Technically, we gen-

erate these phase spaces by oversampling, vetoing

configurations which do not fall in the appropriate

sector.

For a fixed trial coupling α̂s, integration yields

Atrial
2→4(Q2

0,Q
2) = C Iζ

ln(2)α̂2
s

8π2
ln

Q2
0

Q2
ln

m4

Q2
0Q2
.

(16)

where Iζ is the ζ integral pertaining to the 4-

parton phase space, defined as for p⊥ -ordering in

ref. [22]. The solution for Q2 in eq. (14) is thus

Q2 = m2 exp

(
−

√
ln2(Q2

0/m
2) + 2 fR/α̂

2
s

)
(17)

where fR = −4π2 ln R/(ln(2)CIζ ) .

The trial generator can be made more efficient

by including the leading effect of scaling violation,

specifically the first-order running of αs,

α̂s(k
2
µp2
⊥) =

1

b0 ln(k2
µp2
⊥/Λ

2)
, (18)

where b0 = (11CA − 4nf TR)/(12π) and kµ allows

to apply a user-definable pre-factor. In the follow-

ing equations we replace kµp⊥ by kµQ/2. The trial

integral then becomes
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0,Q
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ln(2)

4π2b2
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and the solution to eq. (14) is
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where
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 ,

(21)

and W−1(z) is the Lambert W function (solving z =

wew for w when w ≤ −1) for which we use the

numerical implementation of [28, 29].

With a trial scale Q having been generated, the

remaining 4 kinematic variables (up to a global ori-

entation) are generated according to the trial phase

space integral in eq. (11), allowing to construct ex-

plicit four-momenta. The sector veto is then ap-

plied and, if the sector is accepted, the trial is ac-

cepted with a probability

P2→4
trial =

α2
s

α̂2
s

a4

a2→4
trial

, (22)

where higher-order running effects can be included

via the αs ratio. Note that the final orientation of

the post-branching system will also depend on the

specific choice of kinematics map, see [6, 30].

The last piece required for the construction of

the 2 → 4 shower is the set of antenna functions,

a4, for qq̄, qg, and gg parent antennae. These are

defined in the following section.

4. Antenna Functions

For a branching 1 2 → 3 4 5 6 we consider par-

tons 1 and 2 (3 and 6) as the hard radiators (recoil-

ers) and partons 4 and 5 as the radiated soft and/or

6
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This is done by means of the veto algorithm,

which allows us to replace the (complicated) a4
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where C is the colour factor for the double branch-

ing, normalised so that C → C2
A at leading colour.

In particular, the trial function for sector A (B) is

independent of momentum p6 (p3) which makes it

easy to translate the 2→ 4 phase spaces defined in

eq. (6) to shower variables. Technically, we gen-

erate these phase spaces by oversampling, vetoing

configurations which do not fall in the appropriate

sector.

For a fixed trial coupling α̂s, integration yields
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where Iζ is the ζ integral pertaining to the 4-

parton phase space, defined as for p⊥ -ordering in

ref. [22]. The solution for Q2 in eq. (14) is thus
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and W−1(z) is the Lambert W function (solving z =

wew for w when w ≤ −1) for which we use the

numerical implementation of [28, 29].

With a trial scale Q having been generated, the

remaining 4 kinematic variables (up to a global ori-

entation) are generated according to the trial phase

space integral in eq. (11), allowing to construct ex-

plicit four-momenta. The sector veto is then ap-

plied and, if the sector is accepted, the trial is ac-

cepted with a probability
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trial =

α2
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s
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, (22)

where higher-order running effects can be included

via the αs ratio. Note that the final orientation of

the post-branching system will also depend on the

specific choice of kinematics map, see [6, 30].

The last piece required for the construction of

the 2 → 4 shower is the set of antenna functions,

a4, for qq̄, qg, and gg parent antennae. These are

defined in the following section.

4. Antenna Functions

For a branching 1 2 → 3 4 5 6 we consider par-

tons 1 and 2 (3 and 6) as the hard radiators (recoil-

ers) and partons 4 and 5 as the radiated soft and/or

6

from a uniformly distributed random number R ∈

[0, 1] by solving the following equation for Q2:

R = ∆2→4(Q2
0,Q

2) = exp[−A(Q2
0,Q

2)] . (14)

This is done by means of the veto algorithm,

which allows us to replace the (complicated) a4

by a simple overestimate of it. We construct an

appropriate “trial function” from the product of

two eikonal functions a2→3
trial

= 2g2
sCA/p

2
⊥, with

an improvement factor Pimp from smooth-ordering

showers [22] which improves the approximation in

the unordered region of phase space, and an over-

all factor 2 ensuring that the overestimate remains

valid in the region p345
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⊥ . Thus,
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where C is the colour factor for the double branch-

ing, normalised so that C → C2
A at leading colour.

In particular, the trial function for sector A (B) is

independent of momentum p6 (p3) which makes it

easy to translate the 2→ 4 phase spaces defined in

eq. (6) to shower variables. Technically, we gen-

erate these phase spaces by oversampling, vetoing

configurations which do not fall in the appropriate

sector.

For a fixed trial coupling α̂s, integration yields
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and W−1(z) is the Lambert W function (solving z =

wew for w when w ≤ −1) for which we use the

numerical implementation of [28, 29].

With a trial scale Q having been generated, the

remaining 4 kinematic variables (up to a global ori-

entation) are generated according to the trial phase

space integral in eq. (11), allowing to construct ex-

plicit four-momenta. The sector veto is then ap-

plied and, if the sector is accepted, the trial is ac-

cepted with a probability
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where higher-order running effects can be included

via the αs ratio. Note that the final orientation of

the post-branching system will also depend on the

specific choice of kinematics map, see [6, 30].

The last piece required for the construction of

the 2 → 4 shower is the set of antenna functions,

a4, for qq̄, qg, and gg parent antennae. These are

defined in the following section.

4. Antenna Functions

For a branching 1 2 → 3 4 5 6 we consider par-

tons 1 and 2 (3 and 6) as the hard radiators (recoil-

ers) and partons 4 and 5 as the radiated soft and/or
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Solution for constant trial αs

(Same Izeta as in GKS) 

Solution for first-order running 
αs (also used as overestimate 
for 2-loop running):
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This is done by means of the veto algorithm,
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by a simple overestimate of it. We construct an

appropriate “trial function” from the product of
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where C is the colour factor for the double branch-

ing, normalised so that C → C2
A at leading colour.

In particular, the trial function for sector A (B) is

independent of momentum p6 (p3) which makes it

easy to translate the 2→ 4 phase spaces defined in

eq. (6) to shower variables. Technically, we gen-

erate these phase spaces by oversampling, vetoing

configurations which do not fall in the appropriate

sector.
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where Iζ is the ζ integral pertaining to the 4-

parton phase space, defined as for p⊥ -ordering in

ref. [22]. The solution for Q2 in eq. (14) is thus
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and W−1(z) is the Lambert W function (solving z =

wew for w when w ≤ −1) for which we use the

numerical implementation of [28, 29].

With a trial scale Q having been generated, the

remaining 4 kinematic variables (up to a global ori-

entation) are generated according to the trial phase

space integral in eq. (11), allowing to construct ex-

plicit four-momenta. The sector veto is then ap-

plied and, if the sector is accepted, the trial is ac-

cepted with a probability
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where higher-order running effects can be included

via the αs ratio. Note that the final orientation of

the post-branching system will also depend on the

specific choice of kinematics map, see [6, 30].

The last piece required for the construction of

the 2 → 4 shower is the set of antenna functions,

a4, for qq̄, qg, and gg parent antennae. These are

defined in the following section.

4. Antenna Functions

For a branching 1 2 → 3 4 5 6 we consider par-

tons 1 and 2 (3 and 6) as the hard radiators (recoil-

ers) and partons 4 and 5 as the radiated soft and/or
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Scale Definitions

25

๏Conventional (“global”) shower-branching (and subtraction) formalisms:  
•Each phase-space point receives contributions from several branching “histories” = clusterings 
•~ sum over (singular) kernels  full singularity structure ✅ 

๏When these are generated by a shower-style formalism (a la POWHEG):  
•Each term has its own value of the shower scale = scale of last branching 
•Complicates the definition of an unambiguous matching condition between the (multi-scale) 
shower and the (single-scale) fixed-order calculation. 

๏ 1st attempt: define matching condition via fully exclusive jet cross sections [Hartgring, Laenen, PS, 1303.4974] 
๏ 2nd attempt: define double-branching “sectors” with unique scales [Li, PS, 1611.00013] 

๏ 3rd attempt: sectorise everything [Campbell, Höche, Li, Preuss, PS, 2108.07133]

⟹

9/19

Merging with sector showers [Brooks, CTP 2008.09468]

Tree-level merging with sector showers straight-forward:
start from CKKW-L and modify history construction (could be extended to NLO)

basic CKKW-L idea [Lönnblad hep-ph/0112284], [Lönnblad, Prestel 1109.4829]
I construct all possible shower histories, choose most likely

I let (truncated) trial showers generate Sudakov factors
I re-weight event by Sudakov factors

�(t0, tÕ)

�(t0, t)

cluster

cluster

t

tÕ

number of histories scales factorially with number of legs

sector showers have a single (!) history for gluon emissions at LC

Since Pythia 8.304: sector merging available with Vincia

Fewer partial-fractionings, 
but still factorial growth

(Colour-ordered; starting from a single  pair)qq̄

NLO NNLO N3LO …  (relevant for iterated MECs & multi-leg merging)

https://arxiv.org/abs/1303.4974
https://arxiv.org/abs/2108.07133


Sector-Antenna Subtraction
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23/29

Sector-antenna subtraction

Borrow some concepts from FKS to calculate “Born”-local real integral in NLO MECs:
Decompose (colour-ordered) real correction into shower sectors:

⁄ tÕ

0
d�Õ

+1

5
RR(�2, �+1, �Õ

+1)
R(�2, �+1)

≠
S

NLO(�2, �+1, �Õ
+1)

R(�2, �+1)

6

=
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j
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0
d�ant

ijk �sct

ijk

5
RR(�3, �ant

ijk )
R(�3)

≠ Asct

IK ‘æijk(i , j, k)
6

Integral over shower sector �sct

ijk in general not analytically calculable

Need to add/subtract integral over “simple” sector with known integral:
⁄ tÕ

0
d�ant

ijk
#
�sct

ijk ≠ �simple

ijk

$
Asct

IK ‘æijk(i , j, k) +
⁄ tÕ

0
d�ant

ijk �simple

ijk Asct

IK ‘æijk(i , j, k)

∆ Adds bottleneck, as di�erence of step functions not ideal for MC integration

Slide adapted from C. Preuss



Colour-Ordered Projectors
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Colour-ordered projectors

Better: use smooth projectors [Frixione et al. 0709.2092]

RR(�3, �Õ
+1) =

ÿ

j

Cijkq
m

C¸mn
RR(�3, �ant

ijk ) , Cijk = AIK ‘æijkR(�3)

But: antenna-subtraction term not positive-definite!
To render this well-defined, need to work on colour-ordered level

RR = C
ÿ

–

RR
(–) ≠

C
N2

C

ÿ

—

RR
(—) ± . . .

Di�erent colour factors enter with di�erent sign, but no sign changes within one term

C

S

U Cijkq
m

C¸mn

RR
(–)(�3, �ant

ijk )
R(�3)

≠ AIK ‘æijk

T

V

∆ Numerically better behaved, uses standard antenna-subtraction terms

Slide adapted from C. Preuss



New: Sectorized CKKW-L Merging in Pythia 8.306

28

๏Ready for serious applications (Note: Vincia also has dedicated POWHEG hooks)  
•Work ongoing to optimise baseline algorithm. 
•Work at Fermilab: NNLO matching,  sector antennae, MCFM interface, …  
•Vincia tutorial: http://skands.physics.monash.edu/slides/files/Pythia83-VinciaTute.pdf
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Figure 14: PYTHIA and VINCIA CPU time scaling in history construction (left) and parton-level event generation (right) for
pp ! W� + jets merging at

p
s = 14 TeV.

strategies to deal with competing sectors, cf. e.g. [68, 69, 70], which can improve the performance relative to
the results shown here. Such optimisation studies are currently ongoing.

Figure 15: PYTHIA and VINCIA CPU time scaling in history construction (left) and parton-level event generation (right) for
pp ! Z + jets merging at

p
s = 14 TeV.

4.2. Memory Usage

As the even more prohibiting bottleneck of conventional CKKW-L merging schemes at high multiplicities,
we study the memory usage. We use Valgrind’s Massif tool to monitor the heap usage of the default PYTHIA

CKKW-L merging and our VINCIA sector shower merging implementations. In particular, this means that
neither the stack nor the memory at the page level is recorded. For comparability and reproducibility, we
use the --time-unit=B option in Valgrind to measure the runtime of the program in terms of the number
of allocated and deallocated bytes. We use the same main program and event samples for both runs and
consider a fictitious Z + 10 jet merging run, so that every event multiplicity, including the 9-jet sample,
is processed as an intermediate node. We run each multiplicity independently with the maximal possible
number of snapshots available, which may be at most (but is not necessarily identical to) 1000. To gain the
most detailed possible picture of the memory allocations, we choose a relatively small number of 1000 events
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Figure 17: PYTHIA and VINCIA memory usage scaling in pp ! Z + jets merging at
p
s = 14 TeV.

As a gauge of the scaling behaviour of the memory usage in both merging implementations, we plot
the total allocated/deallocated memory per 1k events in Fig. 17. For each multiplicity, we average over
statistically independent runs and from 7 jets on, we also average over the di↵erent groupings. While PYTHIA

shows a rather dramatic scaling, with allocating and deallocating a total of 1 TiB of data for Z + 9 jets,
the VINCIA curve remains almost flat, with only a small peak around 3 additional jets. The latter can be
understood by considering that the sector shower has a comparable memory footprint as the merging and
that in the latter maximally two histories are stored concurrently, cf. Section 2.3. At high multiplicities,
most of the events get vetoed during the trial showers and the sector shower is never started o↵ these events.
For samples with 1 – 3 additional jets, on the other hand, a fair number of events are accepted and further
processed by the sector shower, explaining the small increase in memory usage there.

5. Conclusions

We here presented the first-ever implementation of the CKKW-L merging approach with sector showers,
which alleviates the bottlenecks of conventional implementations while accurately calculating the Sudakov
factors as generated by the shower. The merging scheme was implemented for the VINCIA antenna shower in
the PYTHIA 8.3 event generator; this implementation is mostly independent from the default CKKW-L one,
and has been made public in the PYTHIA 8.304 release.

We have validated the implementation for processes of immediate phenomenological interest and studied
the scaling behaviour of the method in multi-jet merging in vector boson production at high multiplicities.
While the time to construct sector shower histories scales approximately linearly with the number of hard
jets, the overall event generation time as well as the memory usage stays approximately constant. Both
provides a significant improvement over the exponential scaling of the default merging implementation in
PYTHIA. As a consequence, including merging hard jets with the sector shower in fact becomes easier with
increasing multiplicity. We gained a first estimate of renormalisation scale uncertainties arising at high
merged multiplicities and compared preliminary results to PYTHIA’s CKKW-L implementation.
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NLO+PS matching: the Powheg approach
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Strategy developed & 20 years ago
[Norrbin, Sjöstrand hep-ph/0010012]
nowadays known as Powheg

[Nason hep-ph/0409146]

Powheg master formula (for 2 Born jets):

ÈOÍPowheg

NLO+PS
=

⁄
d�2 B(�2) kNLO(�2)

local K -factor

S2(t0, O)
shower operator

Main trick: matrix-element correction (MEC) in first shower emission

S2(t0, O) = �2(t0, tc)O(�2) +

t0⁄

tc

d�+1 A2 ‘æ3(�+1)wMEC

2 ‘æ3 �2(t, tc)O(�2)

where wMEC

2 ‘æ3 = R(�2,�+1)
A2 ‘æ3(�+1)B(�2) and

�2(t, tÕ) = exp
3

≠
⁄ t

tÕ
d�+1 A2 ‘æ3(�+1)wMEC

2 ‘æ3 (�2, �+1)
4

Shower off Born

Born One-loop MEC

Born + 1 Tree-level MEC 

LO Born |M|2

Shower PS and kernel

POWHEG as MECs

29Slide adapted from C. Preuss
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NLO+PS matching: the Powheg approach
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shower operator

Main trick: matrix-element correction (MEC) in first shower emission
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Shower off Born

Born One-loop MEC

Born + 1 Tree-level MEC 

LO Born |M|2

Shower PS and kernel

Global showers: denominator is generally a sum of terms 
Sector showers: denominator is normally a single term (discussed more later)

POWHEG as MECs
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NLO+PS matching: the Powheg approach
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S2(t0, O) = �2(t0, tc)O(�2) +

t0⁄

tc

d�+1 A2 ‘æ3(�+1)wMEC

2 ‘æ3 �2(t, tc)O(�2)

where wMEC

2 ‘æ3 = R(�2,�+1)
A2 ‘æ3(�+1)B(�2) and

�2(t, tÕ) = exp
3

≠
⁄ t

tÕ
d�+1 A2 ‘æ3(�+1)wMEC

2 ‘æ3 (�2, �+1)
4

Shower off Born

Born One-loop MEC

Born + 1 Tree-level MEC 

LO Born |M|2

U
ni

ta
rit

y

Shower PS and kernel

Global showers: denominator is generally a sum of terms 
Sector showers: denominator is normally a single term (discussed more later)

POWHEG as MECs
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Interleaved single and double branchings

A priori, direct 2 ‘æ 4 and iterated 2 ‘æ 3 branchings overlap in strongly-ordered region.

Divide double-emission phase space into
strongly-ordered and unordered region:
[Li, Skands 1611.00013]

d�+2 = d�>
+2¸˚˙˝

u.o.

+ d�<
+2¸˚˙˝

s.o.

d�<
+2: single-unresolved limits ∆ iterated 2 ‘æ 3

d�>
+2: double-unresolved limits ∆ direct 2 ‘æ 4

By sectorisation, iterated 2 ‘æ 3 branchings are always strongly ordered.

Restriction on double-branching phase space enforced by additional veto:

d�>
+2 =

ÿ

j

◊
!

p2
‹,+2 ≠ p̂2

‹,+1
"

�sct

ijk d�+2

• Ordered clusterings    iterated single branchings  
• Unordered clusterings    new direct double branchings 

๏

⇔
⇔

Vice to Virtue: Define Ordered and Unordered Phase-Space Sectors

32

๏Observation: for direct double-branchings, 
QB defines the physical resolution scale

Corresponding amplitudes have highly 
off-shell intermediate propagator

•Intermediate “clustered” on-shell 3-parton 
state at (C) is merely a convenient stepping 
stone in phase space ⇨ integrate out

Q2
B𝒪(Q2

B)

Define:



๏Sector kernels can be replaced by ratios of (colour-ordered) tree-level MEs: 

•

Global shower:  = complicated 

•

Sector shower:  = simple 

๏Can also incorporate (fixed-order) sub-leading colour effects by ”colour MECs”:

Aglb
IK→ijk(i, j, k) → Aglb

IK→ijk

|Mn+1(…, i, j, k, …) |2

∑h∈histories Ah |Mn(…Ih, Kh, …) |2

Asct
IK→ijk(i, j, k) →

|Mn+1(…, i, j, k, …) |2

|Mn(…I, K, …) |2

Colour MECs

33Slide adapted from C. Preuss

๏ [Lopez-Villarejo & PS 1109.3608]
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MECs in sector showers

Sector antenna functions can e�ectively be exchanged for (colour-ordered) tree-level MEs:
[Lopez-Villarejo, Skands 1109.3608]

Asct

IK ‘æijk(i , j, k) æ Asct

IK ‘æijk(i , j, k) ◊
|Mn+1(. . . , i , j, k, . . .)|2q

j
�sct

ijk Asct

IK ‘æijk |Mn(. . . , I, K , . . .)|2

= |Mn+1(. . . , i , j, k, . . .)|2

|Mn(. . . , I, K , . . .)|2

(Some) sub-leading colour e�ects can be taken into account by colour MECs:
[Giele, Kosower, Skands 1102.2126]

wcol =

q
–,—

M–Mú
—q

–
|M–|2

Example: Z æ qq̄ + 2g

PMEC = wcol

A0
4(1q , 3g , 4g , 2q̄)

A0
3( Â13q , Â34g , 2q̄)

◊(p2
‹,134 < p2

‹,243) + wcol

A0
4(1q , 3g , 4g , 2q̄)

A0
3(1q , Â34g , Â23q̄)

◊(p2
‹,243 < p2

‹,134)

wcol =
A0

4(1, 3, 4, 2) + A0
4(1, 4, 3, 2) ≠ 1

N2
C

Ã0
4(1, 3, 4, 2)

A0
4(1, 3, 4, 2) + A0

4(1, 4, 3, 2)

๏[Giele, Kosower, PS, 1102.2126]

๏ [Fischer & Prestel 1706.06218]

https://arxiv.org/abs/1109.3608
https://arxiv.org/abs/1102.2126
https://arxiv.org/abs/1706.06218


Real and Double-Real MEC factors
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Tree-level MECs

Separation of double-real integral defines tree-level MECs:
⁄ t0

t
d�+2

RR(�2, �+2)
B(�2)

=
⁄ t0

t
d�>

+2
RR(�2, �+2)

B(�2)
+

⁄ t0

t
d�<

+2
RR(�2, �+2)

B(�2)

=
⁄ t0

t
d�>

+2 A2 ‘æ4(�+2)wLO

2 ‘æ4(�2, �+2)

+
⁄ t0

tÕ
d�+1 A2 ‘æ3(�+1)wLO

2 ‘æ3(�2, �+1)
⁄ tÕ

t
d�Õ

+1 A3 ‘æ4(�Õ
+1)wLO

3 ‘æ4(�3, �Õ
+1)

Iterated tree-level MECs in ordered region:

wLO

2 ‘æ3(�2, �+1) = R(�2, �+1)
A2 ‘æ3(�+1)B(�2)

wLO

3 ‘æ4(�3, �Õ
+1) =

RR(�3, �Õ
+1)

A3 ‘æ4(�Õ
+1)R(�3)

Tree-level MECs in unordered region:

wLO

2 ‘æ4(�2, �+2) = RR(�2, �+2)
A2 ‘æ4(�+2)B(�2)

Slide adapted from C. Preuss

Thus, the full tree-level 4-
parton matrix element is 

imposed  

Not only in the direct/
unordered phase-space 
sector, but also in the 

iterated/ordered sector

direct/unordered n → n + 2

Iterated/ordered branching #1 Iterated/ordered branching #2



Sector Shower, with MECs
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๏The VINCIA Sector Antenna Shower  

๏Full-fledged “sector” antenna shower implemented since Pythia 8.304 
•PartonShowers:Model = 2 
•Sector approach is merely an alternative way to fraction singularities, so formal 
accuracy* of the shower should be retained.  

๏
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Sector showers vs global showers

The sector approach is merely an alternative way to fraction singularities, so formal accuracy� of
the shower should be retained.
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Note: same “global-shower” tune in Vincia

�We have not yet quantified the formal logarithmic accuracy of Vincia.

๏[Brooks, Preuss & PS 2003.00702]
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Sector showers vs global showers

The sector approach is merely an alternative way to fraction singularities, so formal accuracy� of
the shower should be retained.
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Note: same “global-shower” tune in Vincia

�We have not yet quantified the formal logarithmic accuracy of Vincia.

Note: same (global) tune parameters used for sector runs with Vincia

VINCIA
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NB: also fully compatible with POWHEG Box for NLO Matching (dedicated Vincia POWHEG UserHooks).
๏[Hoche et al., 2106.10987]

Run shower, with MECs

https://arxiv.org/abs/2003.00702
https://arxiv.org/abs/2106.10987

