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Motivation: physically relevant quantities are 
often much simpler than intermediate steps

For example, the infrared- and UV-renormalized two-loop 
five-particle amplitudes depends on fewer alphabet betters.

Dimensional regularization often leads to unnecessarily 
complicated spurious terms that drop out in physically 
meaningful, scheme invariant quantities, when the regulator is 
removed.

There is much progress in decomposing amplitudes in 
terms of finite and divergent contributions.



Recent ideas for (infrared) divergences

• Tropical ideas for sector decomposition / subtraction

We understand well the structure of divergences in 
perturbative QFT. As a consequence, often one can organize 
calculations in terms of finite quantities.

• Classification of integrands according to degree of 
divergence; novel approaches to subtraction methods.

• Finite loop integrands from Amplituhedron geometry

[Schultka, 2018; Arkani-Hamed, Hillmann, Mizera, 2022; talk by Ma]

[Anastasiou, Sterman, 2018,2022; +Haindl, Yang, Zeng, 2020]
[Arkani-Hamed, 2010; JMH, Peraro, Stahlhofen, Wasser, 2019]

[von Manteuffel, Panzer, Schabinger, 2014]
• Use of integration-by-parts/dimension shift relations

[Arkani-Hamed, JMH, Trnka, 2020]

[Gluza, Kajda, Kosower, 2010] [talks by Bertolotti, Karlen 
Novichkov, Page, Signorile-Signorile, …]



Outline

2. Proof-of-concept for method of computing 
leading divergences of Feynman integrals, with 
application to the three-loop cusp anomalous 
dimension (JMH, Ma, Yan, Zhang)

1. Integrals for the three-loop soft anomalous 
dimension matrix (JMH, Milloy, Yan, in preparation)



Part 1:  Soft anomalous dimension matrix.



Soft anomalous dimension describes infrared 
divergences in scattering of massive particles

Figure 2.

We define the integral family as

Ia1a2a3a4a5a6a7a8a9 = e
2✏�E

Z
d
d
k1

i⇡d/2

d
d
k2

i⇡d/2
(3.16)

⇥
(k1 · v2)�a7(k2 · v3)�a8(k2 · v1)�a9

(k21)
a1(k22)

a2((k1 + k2)2)a3(k1 · v1)a4(k2 · v2)a5(�(k1 + k2) · v3 � 1)a6

There are 16 basis integrals, 4 of which are in the top sector I111111000. Differential equations
are derived with respect to the three ↵ij variables. The rotation to canonical form [16] is
found using a combination of techniques: CANONICA [21], INITIAL [22] and DlogBasis [23].
The four uniform weight integrals that make up the top sector are found to be

g13 = ✏
4 1� x

2
13

x13
I111111�100 (3.17a)

g14 = ✏
4 1� x

2
12

x12
I1111110�10 (3.17b)

g15 = ✏
4 1� x

2
23

x23
I11111100�1 (3.17c)

g16 = ✏
3 (2I111112�10�1 + (v1 · v3) I111112�100 + (v2 · v3) I11111200�1) + lower sectors

(3.17d)

note that g16 has a squared propagator. Our differential equation is in the standard dlog
form

dg = ✏

X

l2A
cld log(l)g (3.18)

where the letters are given by

A = {x12 � 1, x12, x12 + 1, x13 � 1, x13, x13 + 1, x23 � 1, x23, x23 + 1, (3.19)
x12x13 + x23, x12x23 + x13, x12 + x13x23, x12x13x23 + 1} (3.20)

To fully solve the system in eq. (3.18) we need a boundary condition. The point chosen
most often is xij = 1 for all the variables. At this boundary, the lower sector integrals are
just iterated eikonal bubbles which use the functions

e
✏�E

Z
d
d
k

i⇡d/2

1

(k2)a(k · v �m)b
= e

✏�Em
�2a�b�2✏+4 (�1)a+b2�2a�2✏+4�(�a� ✏+ 2)�(2a+ b+ 2✏� 4)

�(a)�(b)
(3.21)

= m
�2a�b�2✏+4Eik(a, b) (3.22)

– 11 –

where µ̄
2 = 4⇡e��Eµ2 is the M̄S scale, m̄2 = 4m2 is a modified regulator. The coefficients

as an expansion in ✏ are then
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Then using eq. (3.1) we have for the one-loop anomalous dimension
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3.2 Two loops

At two loops there are two multi-leg contributions to consider. They are the MGEW dia-
gram shown in Figure 1 which we label as [1, 2, 1] to denote the number of gluon attachments
to each line and the three-gluon-vertex diagram shown in Figure 2.

3.2.1 [1,2,1] diagram

β2
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β1

Figure 1.

There are three cases to consider with Figure 1, depending on where the regulated line
is in association to the gluon attachments. It is convenient to compute this in configuration
space where we define the integral
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Sample two-loop diagrams

Most interesting color structure f abcTa
1T

b
2T

c
3 F(x12, x23, x13)

Cross-ratios βi ⋅ βj

β2
i β2

j

= −
1
2 (xij +

1
xij )

[Related talk by Liu: three-loop singularities 
of amplitudes with one massive particle.]



Two-loop soft anomalous dimension matrix 
is simple, but this is not obvious.

Figure 2.

We define the integral family as

Ia1a2a3a4a5a6a7a8a9 = e
2✏�E

Z
d
d
k1

i⇡d/2

d
d
k2

i⇡d/2
(3.16)

⇥
(k1 · v2)�a7(k2 · v3)�a8(k2 · v1)�a9

(k21)
a1(k22)

a2((k1 + k2)2)a3(k1 · v1)a4(k2 · v2)a5(�(k1 + k2) · v3 � 1)a6

There are 16 basis integrals, 4 of which are in the top sector I111111000. Differential equations
are derived with respect to the three ↵ij variables. The rotation to canonical form [16] is
found using a combination of techniques: CANONICA [21], INITIAL [22] and DlogBasis [23].
The four uniform weight integrals that make up the top sector are found to be

g13 = ✏
4 1� x

2
13

x13
I111111�100 (3.17a)

g14 = ✏
4 1� x

2
12

x12
I1111110�10 (3.17b)

g15 = ✏
4 1� x

2
23

x23
I11111100�1 (3.17c)

g16 = ✏
3 (2I111112�10�1 + (v1 · v3) I111112�100 + (v2 · v3) I11111200�1) + lower sectors

(3.17d)

note that g16 has a squared propagator. Our differential equation is in the standard dlog
form

dg = ✏

X

l2A
cld log(l)g (3.18)

where the letters are given by

A = {x12 � 1, x12, x12 + 1, x13 � 1, x13, x13 + 1, x23 � 1, x23, x23 + 1, (3.19)
x12x13 + x23, x12x23 + x13, x12 + x13x23, x12x13x23 + 1} (3.20)

To fully solve the system in eq. (3.18) we need a boundary condition. The point chosen
most often is xij = 1 for all the variables. At this boundary, the lower sector integrals are
just iterated eikonal bubbles which use the functions

e
✏�E

Z
d
d
k

i⇡d/2

1

(k2)a(k · v �m)b
= e

✏�Em
�2a�b�2✏+4 (�1)a+b2�2a�2✏+4�(�a� ✏+ 2)�(2a+ b+ 2✏� 4)

�(a)�(b)
(3.21)

= m
�2a�b�2✏+4Eik(a, b) (3.22)

– 11 –

where µ̄
2 = 4⇡e��Eµ2 is the M̄S scale, m̄2 = 4m2 is a modified regulator. The coefficients

as an expansion in ✏ are then

↵sw
(1,�1)
n =�

↵s

4⇡

"
n�1X

i=1

Ti ·Tnr(xin)M000(xin)� 2Cn

#
(3.6)

↵sw
(1,0)
n =�

↵s

4⇡

"
n�1X

i=1

Ti ·Tnr(xin)M100(xin)� 4Cn

#

�
↵s

4⇡
log

✓
µ̄
2

m̄2

◆"
n�1X

i=1

Ti ·Tnr(xin)M000(xin)� 2Cn

#
(3.7)

Then using eq. (3.1) we have for the one-loop anomalous dimension

↵s �
(1)
n =

↵s

2⇡

nX

i=1

2

4
i�1X

j=1

Ti ·Tjr(xij)M000(xij)� 2Ci

3

5 . (3.8)

3.2 Two loops

At two loops there are two multi-leg contributions to consider. They are the MGEW dia-
gram shown in Figure 1 which we label as [1, 2, 1] to denote the number of gluon attachments
to each line and the three-gluon-vertex diagram shown in Figure 2.

3.2.1 [1,2,1] diagram

β2

β3

β1

Figure 1.

There are three cases to consider with Figure 1, depending on where the regulated line
is in association to the gluon attachments. It is convenient to compute this in configuration
space where we define the integral

Ai(x, y) = µ
2✏ 1

4

1 + x
2

x

1 + y
2

y

Z 1

0
ds1ds2ds3

Z s2

0
dt e

�msi

⇥
1

(s1 +
s2
x )

1�✏(s1 + s2x)1�✏

1

(s3 +
t
y )

1�✏(s3 + ty)1�✏
(3.9)

The contribution to the exponent of S̄3 is

w
(2)
3, [1,2,1] =

1

2
if

abcTa
1T

b
2T

c
3

✓
�(1� ✏)

⇡1�✏

◆2 
A1(x23, x12)�A1(x13, x12) (3.10)

+A2(x13, x23)�A2(x23, x13) +A3(x12, x13)�A3(x12, x23)

�

– 9 –

[Ferroglia, Neubert, Pecjak, Yang (2009)]

[Mitov, Sterman, Sung (2009+2010)]

[Chien, Schwartz, Simmons-Duffin, Stewart (2011)]

Mellin-Barnes

Position space techniques

Special gauge choice

Two-loop answer just depends on logarithms and dilogarithms!

∼ f abcTa
1T

b
2T

c
3 F(x12, x23, x13)

F = ∑
i,j,k

ϵijk {r(xki)r(xij)log(xki)[−Li2(1 − x2
ij) + log2(xij)] − r(xki)log(xki)log2(xij)}



Higher orders in dimensional regularization 
even contain elliptic functions!
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However, dimensionally regulated differential equations are 
very complicated [JMH, unpublished; Milloy, PhD thesis, 2020]!

But the physical result (leading pole in eps) is simple. 
Can we obtain this in a better way?

One might expect to find the simple result from differential 
equations with a simple polylogarithmic alphabet.



Try a different regulator
We suspect that the complexity has to do with the 
choice of regulator. The eikonal integrals are scaleless. 
One conventionally uses dimensional regularization to 
regulate the UV, and puts an IR cutoff on all eikonal lines,

Our idea: only shift one of the three lines in this way. E.g.

1
k ⋅ v

⟶
1

k ⋅ v + δ

Figure 2.
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regulated line

Test if this setup simplifies the two-loop problem.

Subtlety: Unregulated lines lead to IR divergences. Use known 
two-line cusp anomalous dimension as a counterterm.



Two-loop from differential equations
With an IR regulator only on one line, the differential 
equations are significantly simplified.

We find canonical differential equations (16 MI, four in top 
sector), with the following alphabet:

Not as simple as the final result, but at least polylogarithmic.
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(3.17d)

note that g16 has a squared propagator. Our differential equation is in the standard dlog
form

dg = ✏

X

l2A
cld log(l)g (3.18)

where the letters are given by

A = {x12 � 1, x12, x12 + 1, x13 � 1, x13, x13 + 1, x23 � 1, x23, x23 + 1, (3.19)
x12x13 + x23, x12x23 + x13, x12 + x13x23, x12x13x23 + 1} (3.20)

To fully solve the system in eq. (3.18) we need a boundary condition. The point chosen
most often is xij = 1 for all the variables. At this boundary, the lower sector integrals are
just iterated eikonal bubbles which use the functions

e
✏�E

Z
d
d
k

i⇡d/2

1

(k2)a(k · v �m)b
= e

✏�Em
�2a�b�2✏+4 (�1)a+b2�2a�2✏+4�(�a� ✏+ 2)�(2a+ b+ 2✏� 4)

�(a)�(b)
(3.21)

= m
�2a�b�2✏+4Eik(a, b) (3.22)
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Motivated by this, we do a proof-of-principle 
calculation at three loops.



Three-loop application

Figure 3. The three-loop w
(3)
122 diagram

• final analytic result, numerical validation against standard regularization method

• discussion of function space, alphabet

w
(3)
122 =

1

✏

⇥
r(x12)

2
fA(x12, x13, x23) + r(x12)r(x13)fB(x12, x13, x23) + r(x12)r(x23)fC(x12, x13, x23)

⇤

(4.1)

where each of the functions fA, fB and fC are of pure weight five. They can be written in
terms of classical polylogarithms Lin(�s) up to weight n = 5 with the following arguments
for s

{x12,�x12, x13,�x13,
1

x23
,

1

x13x23
,

x12

x13x23
,
x13

x23
,
x12x13

x23
, x23,

x23

x13
,
x12x23

x13
, x13x23, x12x13x23}

(4.2)

5 Discussion and outlook

Matrix elements of Wilson-line operators contain both infrared and ultraviolet divergences.
Different regularization schemes have been proposed to compute the anomalous dimension
of the operators [7, 9–12, 24]. On top of dimensional regularization, one typically intro-
duces IR regulators separately so as to disentangle the local UV divergences from the IR.
But ideally we would like to introduce regulators in a minimal way without obscuring the
simplicity of the physical result. This might become a crucial step for simplifying the multi-
Wilson-line correlators. In this paper we propose and test a new regularization scheme. In
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Here we find 66 master integrals. To find a 
canonical basis, we use a combination of 
methods, using the programs CANONICA, 
INITIAL, and DlogBasis. We use absence of 
unphysical behavior to fix the boundary 
constants. The result is

We find that the pure functions            can be written 
in terms of classical polylogarithms             with         .

fA, fB, fC
Lin(−s) n ≤ 5

s ∈ {x12, − x12, x13, − x13,
1

x23
,

1
x13x23

,
x12

x13x23
,

x13

x23
,

x12x13

x23
, x23,

x23

x13
,

x12x23

x13 }



Our analytic result agrees with numerical 
evaluations from pySecDec

5.×10-6 0.000010 0.000015
0

20

40

60

80

100

Absolute value of relative difference between numerical 
and analytical result at O(500) different points. 



Conclusion of part I

• We found a ‘friendly’ regulator for the soft 
anomalous dimension matrix.

• A three-loop proof-of-concept calculation 
seems promising. 

• Can we find a way of calculating where 
intermediate steps do not depend on the 
precise form of the regulator?



Part 2:  Four-dimensional differential 
equations for leading divergences

[JMH, Ma, Yan, Zhang, 2022]



Quick reminder: simplified differential equations 
method for four-dimensional Feynman integrals

• ‘block-triangular’ structure of differential equations, 
canonical basis found algorithmically 

• Simpler, four-dimensional integration-by-parts relations

• Operate in space of finite Feynman integrals

[JMH, Caron-Huot, 2014]

• Fewer master integrals

• Bonus relations that relate loop orders



Example massive box integral
[JMH, Caron-Huot, 2014]

2

1

0

g6

g2 g3

g1

�v � 1

�v + 1

�uv � �v

�uv + �v

�uv � �u

�uv + �u

�u � 1

�u + 1

�u � 1

�u + 1

�v � 1

�v + 1

transcendental
weight

g̃4 g̃5

Figure 3. Hierarchy of one-loop functions. The integrals are classified according to their (tran-

scendental) weight, shown in the leftmost column. Each arrow corresponds to one non-zero element

of the derivative matrix A, cf. eq. (3.8). The fact that arrows only link integrals in adjacent rows

is the statement that the matrix is block triangular. Solid and dashed lines denote massive and

massless propagators, respectively.

Let us now discuss the general solution in D = 4 � 2✏ dimensions, and then come back
to the simplifications as ✏ ! 0. With the differential equations in the form (3.6) we can
immediately write down the analytic answer in terms of Chen iterated integrals [8]. We
have

~f(s, t, m2; ✏) = Pe
✏
R
� d Ã~h(✏) . (3.12)

Here the integration contour � is a path in the space of kinematical variables, which begins
at a base point, in our case m ! 1, where we have the simple boundary condition (3.9).

Let us be more specific about the notation, following closely the recent lecture notes
[28, 29] on iterated integrals. We denote by M the space of kinematical variables, here
(u, v) 2 R2, and let !i be some differential one-forms (corresponding to entries of d Ã or
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To fully define the answer we need to specify a boundary condition. For the integrals
under consideration a particularly natural boundary point is m = 1, where

~h(✏) ⌘ lim
m!1

~f(s, t, m2; ✏) = �i,1 . (3.9)

Before commenting on the solution to the differential equations, let us first discuss a sim-
plification for finite integrals.

We will be particularly interested in the ✏ ! 0 limit. Since all the above integrals are
both ultraviolet and infrared convergent (thanks to the internal masses, and thanks to the
choice of representatives we made), it is natural to remove the powers of ✏ in eq. (3.2) in
the limit. We thus let

(g1, g2, g3, g̃4, g̃5, g6) = lim
✏!0

(f1,
1

✏
f2,

1

✏
f3,

1

✏2
f4,

1

✏2
f5,

1

✏2
f6). (3.10)

The powers of ✏ reflect the transcendental weights of the functions gi. We have placed ‘tilde’
on g̃4 and g̃5 to distinguish them from two-loop integrals g4 and g5 which will be introduced
in the next section. The integrals g1, g2, g3 and g6 will carry the same meaning throughout
this paper.

The differential equation for the gi takes the similar canonical form (1.3), with the
A-matrix obtained from Ã in eq. (3.8) by retaining only the boxed elements.

Two observations will be important for us.

• The integrals gi have uniform transcendental weights (0, 1, 1, 2, 2, 2), respectively. This
follows immediately from the block-triangular structure of the A-matrix: the deriva-
tives of g6 are expressed in terms of g2, g3 only, while the derivatives of the latter are
expressed in terms of g1 only. Another way of seeing this is to note that the functions
fi have uniform weight zero, and the rescaling by powers of ✏, which can be assigned
weight �1, leads to the weight of the gi given above.

• The box g6 and triangles g̃4, g̃5 are fully decoupled in D = 4.

The block triangular structure of the matrix and its implication for the weight of the
functions is visualized in a different way in Fig. 3. There one can also see the decoupling
of the box and triangle integrals. The decoupling of the triangles implies that, if we are
interested only in evaluating the box integral in D = 4, we could consistently work with
the truncated basis g1, g2, g3 and g6. Specifically, the system of differential equations in this
case reduces to, cf. eq. (3.8),

d

0

BBB@

g1

g2

g3

g6

1

CCCA
=d

0

BBBBB@

0 0 0 0

log
⇣
�u�1
�u+1

⌘
0 0 0

log
⇣
�v�1
�v+1

⌘
0 0 0

0 log
⇣
�uv��u
�uv+�u

⌘
log

⇣
�uv��v
�uv+�v

⌘
0

1

CCCCCA

0

BBB@

g1

g2

g3

g6

1

CCCA
, (3.11)

in agreement with the general form of eq. (1.3). Such truncations will be exploited exten-
sively in the next section.
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[Cf. Ekta’s talk for applications 
to light-by-light scattering]Can we use similar techniques for 

poles of divergent Feynman integrals?



Angle-dependent cusp anomalous dimension 

Thanks to non-Abelian exponentiation, higher-loop 
contributions can be organized in terms of graphs that 
have overall divergences only (up to beta function terms). 

unnecessary information. We explain how one obtains four-dimensional integration-by-parts

(IBP) identities valid for I(�). The master integrals appearing in these relations are all free

of subdivergences of themselves, and there are less of them compared to the generic case.

In this work, we develop a new syzygy IBP method to forbid integrals with soft divergence.

(The original syzygy IBP method was developed to reduce an IBP system’s size [14, 15].)

Moreover, we find, as in [7], that there are integral identities that related di↵erent loop

orders. As a result, the lower-loop information can be recycled. Using these simplified IBP

relations, we obtain di↵erential equations for the master integrals. Finally, we leverage ideas

[16] of how to transform these equations into a simple canonical form.

This paper is organized as follows: in the section 2, we briefly review the Feynman

integrals from web diagrams in HQET. In the section 3, our method of generating IBPs

for the divergent part of Feynman integrals, based on graded IBP operators and syzygy, is

introduced. In the section 4, we invent a four-dimensional version of the initial algorithm

[16], to generate canonical di↵erential equations without ✏. In section 5, we provide a three-

loop application of our method. Then we provide the summary and the outlook of our new

method in the section 6.

2 From dimensionally-regularized Feynman diagrams to finite functions

Let us define the class of Feynman integrals that we study in this paper. We focus on integrals

relevant for describing soft divergences occurring in the scattering of massive particles. These

divergences can be described by an eikonal approximation, which leads to Wilson line corre-

lators in position space. Equivalently, in momentum space, one obtains heavy-quark-e↵ective

theory (HQET) integrals [17].

2.1 Cusped Wilson lines in position space

(a) (b)

Figure 1: (a): One-loop Wilson line / heavy-quark e↵ective theory diagram. (b) Example of

a two-loop web diagram which has an overall divergence only.
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Given by divergence of eikonal (HQET) integrals:

∼
f(x)
Lϵ

+ 𝒪(ϵ0)

∼
1
ϵ

1 + x2

1 − x2
log x , x = eiϕ , cos ϕ =

v1 ⋅ v2

v2
1v2

2



We argue that the leading divergence can be 
computed using four-dimensional methods.

Procedure:

• classify all ‘admissible’ integrals (that have the 
same divergence structure)

• write down IBP and DE operators that stay within 
the space of admissible integrals (using syzygy 
relations)

• bonus: restrict to integrals with same scaling 
dimension (property of eikonal integrals)

J(L)(x) = lim
ϵ→0

[L ϵ I(L)(x)]



Proof-of-concept application

We initially obtain a13x13 matrix. Studying the Picard-
Fuchs equation, it can be reduced to an 8x8 matrix.

cross loop order relations introduced in the section 3. We find that some specific integrals in

two sectors can be reduced to lower loop integrals.

Figure 4: Three-loop HQET integral example

Combining the four-dimensional IBPs and cross loop-order relations, we get a linear

system for the ✏�1 part of the admissible integrals. This linear system is very sparse, free of

the parameter ✏, and can be solved by FiniteFlow [34, 35] in two minutes with one CPU

core. We find 13 irreducible integrals (cf. the auxiliary file “output/3lHQET 4D MI.txt")

that satisfy the di↵erential equation,

d

dx
~I = A(x)~I , (5.3)

where A is a 13 ⇥ 13 matrix. The explicit expression of A is given in the auxiliary file

“output/3lHQET 4D DE.txt".

A straightforward integrand analysis, as explained in detail in [17], suggests that the

integral

J1 ⌘
(�1 + x)(1 + x)

x
lim
✏!0

✏G[1, 1, 0, 0, 1, 1, 1, 1, 1, 0, 0, 1] , (5.4)

is UT and has constant leading singularity. This knowledge allows us to apply the INITIAL

algorithm and find a basis of only 8 UT integrals (in “output/3lHQET 4D UT.txt"). They

satisfy a simple canonical di↵erential equations d
dx

~J = B ~J , where B is an extremely sparse

up-triangular matrix,

B ⌘

0

BBBBBBBBBBBB@

0 �
2

(�1+x)(1+x) 0 0 0 0 0 0

0 0 1
x 0 0 0 0 0

0 0 0 1
x

2x
(�1+x)(1+x) 0 0 0

0 0 0 0 0 1
x 0 0

0 0 0 0 0 0 1
x 0

0 0 0 0 0 0 0 1
x

0 0 0 0 0 0 0 �
1
x

0 0 0 0 0 0 0 0

1

CCCCCCCCCCCCA

, (5.5)
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Figure 4: Three-loop HQET integral example

Combining the four-dimensional IBPs and cross loop-order relations, we get a linear

system for the ✏�1 part of the admissible integrals. This linear system is very sparse, free of

the parameter ✏, and can be solved by FiniteFlow [34, 35] in two minutes with one CPU

core. We find 13 irreducible integrals (cf. the auxiliary file “output/3lHQET 4D MI.txt")

that satisfy the di↵erential equation,

d

dx
~I = A(x)~I , (5.3)

where A is a 13 ⇥ 13 matrix. The explicit expression of A is given in the auxiliary file

“output/3lHQET 4D DE.txt".

A straightforward integrand analysis, as explained in detail in [17], suggests that the

integral

J1 ⌘
(�1 + x)(1 + x)

x
lim
✏!0

✏G[1, 1, 0, 0, 1, 1, 1, 1, 1, 0, 0, 1] , (5.4)

is UT and has constant leading singularity. This knowledge allows us to apply the INITIAL

algorithm and find a basis of only 8 UT integrals (in “output/3lHQET 4D UT.txt"). They

satisfy a simple canonical di↵erential equations d
dx

~J = B ~J , where B is an extremely sparse

up-triangular matrix,

B ⌘

0

BBBBBBBBBBBB@

0 �
2

(�1+x)(1+x) 0 0 0 0 0 0

0 0 1
x 0 0 0 0 0

0 0 0 1
x

2x
(�1+x)(1+x) 0 0 0

0 0 0 0 0 1
x 0 0

0 0 0 0 0 0 1
x 0

0 0 0 0 0 0 0 1
x

0 0 0 0 0 0 0 �
1
x

0 0 0 0 0 0 0 0

1

CCCCCCCCCCCCA

, (5.5)

– 15 –

cross loop order relations introduced in the section 3. We find that some specific integrals in

two sectors can be reduced to lower loop integrals.

Figure 4: Three-loop HQET integral example

Combining the four-dimensional IBPs and cross loop-order relations, we get a linear

system for the ✏�1 part of the admissible integrals. This linear system is very sparse, free of

the parameter ✏, and can be solved by FiniteFlow [34, 35] in two minutes with one CPU

core. We find 13 irreducible integrals (cf. the auxiliary file “output/3lHQET 4D MI.txt")

that satisfy the di↵erential equation,

d

dx
~I = A(x)~I , (5.3)

where A is a 13 ⇥ 13 matrix. The explicit expression of A is given in the auxiliary file

“output/3lHQET 4D DE.txt".

A straightforward integrand analysis, as explained in detail in [17], suggests that the

integral

J1 ⌘
(�1 + x)(1 + x)

x
lim
✏!0

✏G[1, 1, 0, 0, 1, 1, 1, 1, 1, 0, 0, 1] , (5.4)

is UT and has constant leading singularity. This knowledge allows us to apply the INITIAL

algorithm and find a basis of only 8 UT integrals (in “output/3lHQET 4D UT.txt"). They

satisfy a simple canonical di↵erential equations d
dx

~J = B ~J , where B is an extremely sparse

up-triangular matrix,

B ⌘

0

BBBBBBBBBBBB@

0 �
2

(�1+x)(1+x) 0 0 0 0 0 0

0 0 1
x 0 0 0 0 0

0 0 0 1
x

2x
(�1+x)(1+x) 0 0 0

0 0 0 0 0 1
x 0 0

0 0 0 0 0 0 1
x 0

0 0 0 0 0 0 0 1
x

0 0 0 0 0 0 0 �
1
x

0 0 0 0 0 0 0 0

1

CCCCCCCCCCCCA

, (5.5)

– 15 –

Solving the di↵erential equations and fixing the boundary constants, we find that there

is degeneracy, and hence the dimension of the finite system is reduced to six. The solution

for the top integral J1 can be easily found as,

J1 =
8

3
H�1,�2,0,0 �

8

3
H�1,2,0,0 +

8

3
H1,�2,0,0 �

8

3
H1,2,0,0 �

8

3
H�1,0,0,0,0 �

8

3
H1,0,0,0,0

� ⇣4 ln(1� x) + ⇣4 ln(1 + x) +
4

3
⇣3 ln(1� x) lnx�

4

3
⇣3 lnx ln(1 + x)

+
8

3
⇣3 Li2(x)�

2

3
⇣3 Li2(x

2) . (5.6)

where Ha1,...,an ⌘ HPL[{a1, . . . , an}, x] are the standard harmonic polylogarithms (HPLs).

This analytic result is consistent with that in [17].

It is interesting to compare our approach with that in the ref. [17]. In ref. [17], in order

to compute J1, 39 master integrals are needed. Here, in our approach, to get the ✏�1 order

of J1, eventually we just need 6 (or 13) master integrals.

6 Summary and outlook

We presented a method for computing the leading divergent part of Feynman integrals. Our

method leverages simplifications that occur in limit as the dimensional regulator is taken

to zero. We e↵ectively use four-dimensional IBP relations and di↵erential equations. This

leads to substantial improvements: fewer master integrals are needed, and the IBP relations

are faster to solve. The presented pedagogical examples and reproduced three-loop HQET

integrals from the literature are proofs of concept.

We find the following extensions of the work in this paper promising:

1. Apply the method to cutting-edge applications that go beyond the state of the art.

Potential applications include anomalous dimensions of composite operators, and the

soft anomalous dimension matrix [36].

2. Extend the method to Feynman integrals with subdivergences, truncating the Laurent

expansion in the dimensional regulator at a given order.

3. Combine the method with insights into the structure of the Feynman graph polynomials

from tropical geometry [37].
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Result agrees with dim-reg calculation, where 39 MI 
were needed. [Grozin, JMH, Korchemsky, Marquardt, 2014+2015]



Discussion

• We developed four-dimensional methods that 
benefit from the simplicity of the physical results.

• We presented a four-dimensional method to 
compute leading divergences of loop integrals. It 
requires fewer master integrals and is more 
economical compared to dimensional regularization.

• Regularization may obscure this simplicity. For the 
soft anomalous dimension matrix, we proposed a 
‘friendly’ regularization scheme, where 
intermediate steps are not overly complicated.



Thank you!


