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PROBLEM TO SOLVE

()
o ®  We update each particle using SPH (Smoothed-Particle

)

Hydrodynamics)

Each particle interacts with its neighbours that are within a

smoothing length, h

)

¢ The smoothing length varies depending on the particle density
of the region
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CHALLENGES

. *~ Particles move over time and so to will their neighbour lists

* An interaction between two particles is computationally cheap
to carry out (low FLOPs)

* Domain is unstructured leading to large particle density
variations

* Domain is constantly evolving




e Avoids ” A
balancing

Implemented by our own Open-source library QuickSched
(arX1v o To Ui,
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-~ TASK BASED PARALLELISM FOR SPH

* _ Decomposes the problem integrator
into a set of inter-dependent
tasks which form a task

graph

* Each task has a set of
dependencies and conflicts

NTF Each thread then executes a
task that has no unresolved
dependencies or conflicts

‘ 0O l,= Dependency
/ = = = Conflict




SWIFT tasks

time (ms)

sk graph for one time-step. Orange bars are integration tasks.
\ TR, :

e and green are particle interaction tasks. /
A?é%’r perfect load-balancing is achieved on 32 cores. O




SUPERMUC SCALING
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256 cores
8192 cores
16384 cores

2048 cores
4096 cores

3
n A
v s}
o) o
N N
ol
— o
Lo —

Speedup
32768 cores

o
™~

Parallel Efficiency
) o

<
b

0.0 .
500 1000 1500 2000 10! )
Nodes Nodes

jrs’rem x86 architecture - 2 Intel Sandy Bridge Xeon E5-2680 8C
27 GHz with 32 GByte of RAM per node.



SWIFT VS GADGET-2

e On one core SWIFT is
7o OO ~17.2x faster than
O Gadget-2

e  SWIFT on one core is

as fast as Gadget-2 H =
\ on 64 g 17.2x Faster than ™~ «
e = Gadget-2
* Same physics is used E
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with the same level of P&
O accuracy =
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A\ o KNL SCALING

COSMAS
16 threads: 78% efficiency
32 threads: 48% efficiency
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KNL

16 threads: 77% efficiency

0O
~ 32 threads: 64% efficiency
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Threads
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/" Note: The KNL's MCDRAM was operating in cache mode




Parallel

Each thread is assigned a j

Created using Pthreads

Similar to a lightweight version of OpenMP
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\ & KNL SCALING

E Master
ﬁ E 16 threads: 77% efficiency
o 32 threads: 64% efficiency
O P
E Threadpool
O 16 threads: 90% efficiency

32 threads: 84% efficiency
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/" Note: The KNL's MCDRAM was operating in cache mode




16-wide vector units

sking operations




Future Work

s Improve efficiency by parallelising serial parts:
¢ S

* Tree construction

//) Scheduler










