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ML and LFT 

o ensemble generation

o analysis

o sign and noise problems

o understand ML using 
physics insights, stat mech and LFT

o stochastic gradient descent

o quantum ML

o new applications, anything else



registration is open: indico.ectstar.eu/event/171/

https://indico.ectstar.eu/event/171/


ML applied to many problems in LFT 

o ensemble generation
• normalising flow, trivialising maps
• learning from data
• equivariant multi-grid
• learn parameters in nonstandard actions

o questions to discuss:
• (provable) exactness, in theory and in practice
• ergodicity
• scalability
• implementation of gauge equivariant formulations
• from low-dimensional modes to QCD



Normalising flow

o base distribution: 𝑟(𝑧) trivial
o target distribution: 𝑝(𝜑)
o model distribution: 𝑞 𝜑
o aim: 𝑞 𝜑 ~ 𝑝(𝜑)
o exact: accept/reject 𝑞 𝜑 /𝑝(𝜑)

Abbott et al, 2211.07541
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High-level questions

o deep learning versus multigrid paradigm

o building global and local symmetries into the network versus learning the symmetries

Tilo Wetting & Christoph Lehner





ML applied to many problems in LFT 

o analysis
• phase classification, detection of order parameters
• inverse problems: spectral functions, transport, parton distribution functions
• error reduction

o questions to discuss:
• precision
• reliable error estimates: systematic and statistical
• comparison with known methods/learn something new
• parametrised vs non-parametrised approaches



Inverse problem: spectral function reconstruction

o given 𝜌(𝜔): computation of 𝐺 𝜏 is easy

o given 𝐺 𝜏 : computation of 𝜌 𝜔 is hard, ill-posed inversion problem

standard argument: 
o 𝐺 𝜏 known numerically at O 16 − 64 points
o 𝜌(𝜔) in principle continuous function, with sharp and broad structures
o integral over known kernel 𝐾 𝜏,𝜔 washes out information

𝐺 𝜏 = $𝑑𝜔 𝐾 𝜏, 𝜔 𝜌(𝜔)
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ML applied to many problems in LFT 

o sign and noise problems 
• complex actions: finite density, real time
• signal-to-noise deterioration 

o questions to discuss:
• deformations in complex plane (complex Langevin, thimbles, holomorphic flow)
• optimise manifold
• reduce average sign, variance
• reliable error estimates: systematic and statistical



Tej Kanwar





ML applied to many problems in LFT 

o understand ML using physics, stat mech and LFT
• stochastic gradient descent
• quantum machine learning
• energy based models, e.g. Restricted Boltzmann Machines
• phase structure of energy based models [2011.11307]
• relation to Markov random fields [2102.09449]
• partition function formulation of deep neural nets [2209.04882]

https://arxiv.org/abs/2011.11307
https://arxiv.org/abs/2102.09449
https://arxiv.org/abs/2209.04882


ML applied to many problems in LFT 

o stochastic gradient descent
• loss function landscape and (discretised) updates
• implicit gradient regularisation for popular methods, such as Adam
• batch size dependence and effective noise
• exactness?



ML applied to many problems in LFT 

o quantum machine learning
• architecture of hardware vs algorithms
• all-to-all vs nearly linearly connected qubits

• joint developments?
• should algorithms/hardware be designed with hardware/algorithms in mind?

• demonstrate quantum advantage for physically relevant problems?



o quantum ground states

o quantum variational approaches

o learn from 100 years of quantum experience 

o compare/compete with tensor networks, exact methods (small systems), …

o what is the target? physics, QC, larger systems, …

Quantum Restricted Boltzmann Machine
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o Restricted Boltzmann Machine (RBM): two-layer generative network

o visible layer and hidden layer

o restricted: no connections within a layer

o standard RBM: spin degrees of freedom on 
each node

o energy function, distribution

Restricted Boltzmann Machine
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Binary RBM phase diagram

Restricted Boltzmann Machines, recent 
advances and mean-field theory

A. Decelle and C. Furtlehner, 
arXiv:2011.11307



Summary and outlook

ü new solutions to old problems/old solutions to new problems

ü new insights to both LFT and ML


