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The FELIX readout system
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• A generic detector readout concept, proposed by the 
ATLAS Collaboration, that connects front-end serial 
links to a commodity network 

•Collaboration of different institutes 
-Open-source firmware and software 

•Applications in HEP and Nuclear Physics experiments 
-ATLAS[1], ATLAS Phase-II[2], protoDUNE[3], NA62[4], 
sPHENIX at RHIC[5], CBM at FAIR[6], HIKE[7], LUXE[8]…

detector 
electronics

commodity 
network

https://atlas-project-felix.web.cern.ch

https://arxiv.org/abs/2305.16623
https://agenda.infn.it/event/28874/contributions/169053/attachments/94586/129547/FELIX_Gottardo_20220709.pdf
https://arxiv.org/abs/1806.09194
https://indico.cern.ch/event/843258/contributions/3610817/attachments/1929469/3195333/03_Boretto.pdf
https://indico.cern.ch/event/868940/contributions/3813794/attachments/2080669/3496169/sPHENIX_ICHEP20200728_C_Dean.pdf
https://arxiv.org/pdf/2110.12738.pdf
https://arxiv.org/pdf/2211.16586.pdf
https://link.springer.com/article/10.1140/epjs/s11734-021-00249-z
https://atlas-project-felix.web.cern.ch
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FELIX conception 
FELIX for the ATLAS experiment

CERN-PHOTO-202107-094-111

https://cds.cern.ch/record/2775525
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The ATLAS TDAQ architecture
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• ATLAS is a general-purpose particle detector at the Large Hadron Collider (LHC) 
• LHC collides protons/ions at a 40 MHz rate 
• A first level (L1) trigger, implemented in hardware, selects events at maximum rate of 100 kHz 
• A “high-level” trigger, implemented in software, selects events at maximum rate of 1-3 kHz

DAQ

L1 
trigger

High-Level 
Trigger (HLT) storage100 kHz

40
 M

H
z

3 kHz

~2 MB/event
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ATLAS Readout in 2015-18
ATLAS TDAQ Readout for Run 1 & 2 

24/10/20 22nd IEEE Real Time Conference 3 

•  Readout Drivers (RODs) provide 
interface between Front-End (FE) and 
DAQ: 

–  A dozen different flavors of VME 
boards developed and maintained by 
detectors 

–  Connected via point-to-point optical 
link to a custom ROBin PCI cards 

•  ROBin cards are hosted by Readout 
System (ROS) commodity computers: 

–  Transfer data to the High-Level Trigger 
(HLT) farm via a commodity switched 
network 

•  Evolutionary changes for Run 2: 
–  A new version of the ROBin card 

called ROBinNP used PCIe interface 

Readout Driver (ROD) 
• VME boards, of about a dozen flavours developed and 
maintained by detectors  

• Connected via point-to-point optical link to ROBinNP cards

Readout System (ROS) 
• commodity computers hosting the ROBinNPs 
• transfers data to the High-Level Trigger farm over 
the network

ROBinNP card 
[arXiv 1710.05607]ROD example 

Peter Jansweijer, NIKHEF
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ATLAS Readout in 2022-25The ATLAS Readout Evolution: Run 3 

•  ATLAS will use a mixture of the 
legacy and new readout systems 

•  First generation of FELIX 
system will be used for the new 
Muon and Calorimeter detector 
components and Calorimeter 
Trigger 

•  A new component, known as 
the Software Readout Driver 
(SW ROD) has been 
developed: 
–  Will act as a Data Handler 
–  Will support the legacy HLT 

interface 

24/10/20 22nd IEEE Real Time Conference 5 

FELIX: Front-End Link EXchange 
• custom PCIe card hosted on commercial computer 
• the interaction with FE includes readout, configuration, 

trigger & clock distribution, monitoring, BUSY 
• about 100 cards, 60 host PCs

SW ROD: Software Readout Driver 
• software running on commercial computer 
• builds and aggregates events, detector-specific data 

processing 
• about 30 servers

New readout chain for upgraded detector and trigger components
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•  First generation of FELIX 
system will be used for the new 
Muon and Calorimeter detector 
components and Calorimeter 
Trigger 

•  A new component, known as 
the Software Readout Driver 
(SW ROD) has been 
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–  Will act as a Data Handler 
–  Will support the legacy HLT 

interface 

24/10/20 22nd IEEE Real Time Conference 5 

Benefits of the FELIX + SW ROD architecture

1. Less custom components 

2. Less hardware and firmware development effort 

3. Data transport decoupled from data processing 

4. Industry-standard data networks introduced 
earlier in the readout chain 

5. Aggregation of many links into a single higher 
speed network link
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The FLX-712 card
• FPGA: Xilinx Kintex UltraScale XCKU115  
• 8 MiniPODs to support up to 48 bidirectional 9.6 Gbps optical links  
• 16-lane PCIe Gen3 
• interfacing to Timing Trigger and Control (TTC) systems, BUSY output 
• About 300 cards produced between 2020 and 2022
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Why did ATLAS develop a custom card?
LHC Clock distribution 
• During data taking the 40.079 MHz clock signal is provided by the LHC 

- The LHC clock is in synch with bunch crossing 
- All front-end and DAQ components need to be synchronised with the LHC clock 

• FELIX needs an interface to the custom ATLAS TTC system to distribute clock and L1 trigger 
signals to front-ends

Front-end radiation hardness 
• FELIX needs to support protocols used by radiation-hard front-ends 

-GBT [1], lpGBT [2] ASICs and data protocols developed at CERN 
- TCP/IP over Ethernet not an option so far 

Availability and cost of commercial solution 
• The constraints above strongly limit the selection of commercial products [1
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FELIX in ATLAS data-taking
Firmware 
• Decodes incoming data, encodes outgoing data 
• Transfers data to and from a buffer in the host computer 
• Distributes clock and trigger

Central
Event
Loop

FLX Events:
1. Interrupt “data available”

System Events:
1. Timer events (timerfd)
2. Signals (eventfd)
3. Any file descriptor 

event

RDMA Events:
1. Send completed
2. Data received
3. Buffer available 

for sending

LINUX

RDMA NIC

Linux epoll for 
IO multiplexing

Software 
• Transfers data over the network using RDMA technology

Operational experience 
• See J. Hoya talk at CHEP2023 

https://indico.jlab.org/event/459/contributions/11362/attachments/9702/14158/JHoya_FELIX_CHEP2023_Final.pdf
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 FELIX in other experiments 
protoDUNE, NA62, sPHENIX

CERN-PHOTO-201806-147-3 CERN-PHOTO-202104-059-8 

https://cds.cern.ch/record/2623855
https://cds.cern.ch/record/2765029
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FELIX in protoDUNE-SP

Workshop IX on Streaming Readout - 20215

ProtoDUNE-SP DAQ

TPC readout
● Continuous digitization 

@ 2MHz
● 15.360 channels
● 55 GByte/s
● Large buffers 

O(GBs)

Photon Detectors
● Continuous digitization 

@ 150 MHz 
● 240 channels
● Self triggering

Timing and trigger
● Phase-aligned master 

clock to all components
● Aggregate trigger inputs 

from CRT/PD/BI
● External trigger due to 

high rate of cosmic flux

DAQ farm
● On-detector electronics 

connected to DAQ via
~700 optical fibers

● ~20 high performance 
servers for dataflow, 
monitoring and control

● 700TB on-site storage
● Maximum 20 Gb/s data 

rate towards EOS

ProtoDUNE single phase 
• Demonstrator of design, construction, and operation of the 

DUNE TPC technologies 
• Cryostat dimensions: 10m x 10m x 10m 750 ton of LAr  
• Charged particle beam from SPS beam on target 
• Test beam results published in arXiv:2007.06722

[1] https://doi.org/10.1051/epjconf/201921401013

[2] R. Sipos talk at IX Workshop on Streaming Readout

DAQ system [1, 2] 
• Continuous readout of TPC at 2 MHz via FELIX 
• 15 360 channels, 55 GB/s throughput 
• FELIX firmware enriched with feature to support protoDUNE workload. 
• Unlike ATLAS, FELIX host used to store data until requested by a trigger. 

Workshop IX on Streaming Readout - 20214

ProtoDUNE
● Demonstrate design, construction, and operation 

of the DUNE TPC technologies 
● External cryostat dimensions: 10m x 10m x 10m 

750 ton of LAr
● Charged particle beam from SPS

● Ionisation tracks are collected by the wires 
of the Anode Plane Assemblies (APAs)

● 6 APAs in ProtoDUNE-SP
(4% of the 150 APAs of a DUNE supermodule)

● Scintillation light collected by Photon Detectors 
installed on APA frame

● Successful beam run in Q4 2018

6m

https://arxiv.org/abs/2007.06722
https://doi.org/10.1051/epjconf/201921401013
https://indico.phy.ornl.gov/event/112/contributions/561/attachments/488/1335/DUNEDAQ-Readout-StreamingReadout-Workshop2021.pdf
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FELIX in NA62

NA62 DAQ architecture [1] 
• L0 trigger in hardware, max event rate 1 MHz 
• L1 trigger in DAQ farm reduces event rate to 100 kHz 
• “Legacy” readout uses TEL62 board [2] 

- digitises TDC information (TDC as TEL62 mezzanine) 
- buffers data 
- produced trigger primitives

Current NA62 data acquisition system

A subset of detectors produce the trigger 
primitives, the input of L0TP.

The readout generates the trigger 
primitives. The computation algorithm must 
not exceed 100 𝜇s.

L0TP distributes the L0 triggers via TTC  
(Timing Trigger and Control system)

A partial event is built in the DAQ-farm.

The detectors that contribute the most in 
the event size are read out only after a 
positive L1 decision.

Fixed latency constraints

4

• NA62 is a Kaon physics experiment located in the north area of the CERN SPS 
• Kaon decay products detected using a wide range of detectors along a 270m-long beamline. 

The TEL62 readout concept

The TEL62 needs to perform lots of operations:

● Time To Digital conversion
● buffer the data (limited)
● produce the trigger primitives
● perform trigger matching
● pack the events in UDP data frames and 

send to the DAQ-farm

Internal buffer limited to the on-board memory.

For that reason the L0 trigger must arrive within  1 ms.

NA62 cavern
Server room

Ethernet

6

ethernet
[1] M. Boretto talk at IX Workshop on Streaming Readout 
[2] https://doi.org/10.1109/RTC.2014.7097525

https://indico.phy.ornl.gov/event/112/contributions/495/attachments/486/1338/08-12-21_A_novel_continuous_readout_for_the_NA62_data_acquisition_system_-_Streaming_Readout_conference.pdf
https://doi.org/10.1109/RTC.2014.7097525
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FELIX in NA62
NA62 novel readout chain [1] 
• New radiation-tolerant TDC boards with 10 Gbps transceivers 
• FELIX used to 

- buffer data: hits are indexed and trigger matching extracts relevant hits   
- distribute clock 
- manage synchronous communication for control and configuration

NA62 integration at Level-0

L0 detector

Some L0 detectors are used 
to form the L1 triggers

11

(TTC)

The new readout concept

On-detector: 
● Time To Digital conversion
● send out the data via optical fibers

minimise the electronic exposed to radiation

Off-detector:
● receive the data via optical fibers
● buffer the data (all the data can be 

cached)
● pack the events in UDP data frames 

and send them to the DAQ-farm

Sitting on a readout server located in a 
protected environment

NA62 cavern Server room

optical fibers

7
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The NA62-FELIX readout software
‘The readout software can be seen as an 
“in-memory time-based database” were 

triggers requests are DB queries asking for 
hits in a time window’

Written in C++, based on the FELIX libraries

13

● Sorting: reads the hits received in the 
FELIX DMA and sorts them in 
intervals (e.g. 100 ns)

● Trigger matching extracts relevant 
hits after the reception of the trigger 
(configurable 25 ns-unit window)

Sorting and trigger matching are performed 
concurrently. A safe margin of 650 µs 
ensures the separation between those two 
operations.

[1] M. Boretto talk at IX Workshop on Streaming Readout 

https://indico.phy.ornl.gov/event/112/contributions/495/attachments/486/1338/08-12-21_A_novel_continuous_readout_for_the_NA62_data_acquisition_system_-_Streaming_Readout_conference.pdf
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FELIX in sPHENIX
• Located at RHIC, sPHENIX is dedicated to the study of QCD 

and QGP at different energies scales using p+p or Au+Au 
collisions 

• Three sub-detectors read with FELIX [1] in both triggered 
and streaming mode 

- Pixel Vertex Detector built with ALPIDE MAPS (~20 Gb/s) 
- Intermediate Silicon Strip Tracker (~7 Gb/s) 
- Compact Time Projection Chamber (~100 Gbps) 

• Detector commissioning ongoing, data-taking starting soon

What is sPHENIX?

July 28, 2020 sPHENIX at RHIC 5

First run year 2023
!!! [GeV] 200

Trigger Rate [kHz] 15
Magnetic Field [T] 1.4

First active point [cm] 2.5
Outer radius [cm] 270

" ⩽1.1
$"#$ [cm] 10

N(AuAu) collisions* 1.43x1011

Outer HCal

BaBar Magnet

Inner HCal
EMCal

TPC
INTT
MVTX

Calo.

Tracking

* In 3 years of running

[1] M. Purschke, The sPHENIX DAQ System, IEEE-RT 2020 

https://indico.cern.ch/event/737461/contributions/3721295/


FELIX readout system | CEPC EU workshop 2023 | C. A. Gottardo 16

sPHENIX readout

Data Aggregation 
Modules = x39 FLX-712 

Event Buffer and Data 
Compressor  = FELIX host 

Detectors Front-end 

electronics

x24

“Must-have” Triggered+Streaming events…

10/21/2020 13

Chunks correlated with triggered events

In this way, we guarantee that we are reading “full” events here with information 
from all detectors
These are really our “baseline” data.
But there are ”reserves”!

> 2 Tbps

FEE data input to DAM

M. Purschke, VIII workshop on Streaming Readout 

DAM data output

…plus “opportunistic” tracking-only data

15

must-have

opportunistic

• we extend the “stream time” and add tracking-only events without the calorimeters
• We can tune that addition to “back-fill” our storage limit
• This adds more-than-proportional crossing counts for additional data:

• ~13us – 13,000ns drift time == “waveform length” for the TPC to cover 1 crossing
• Add 110ns (1 crossing or 0.9%) length – now you cover 2 crossings – 100% more
• Each 110ns adds a miniscule amount to the data but an additional crossing coverage 

triggered

x24

https://indico.mit.edu/event/1/contributions/73
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Ongoing and future development
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ATLAS Readout in ≥2029

Workload & requirements 
• Readout of all ATLAS sub-detectors 
• 4.6 TB/s total data throughput (×20) 
• 1 MHz data rate (×10) 
• Support for additional protocols and 25 Gbps data links

Architecture 
• Similar architecture as in current data taking period 

• SW ROD renamed Data Handler

• New FELIX hardware, firmware and software under 
development.

400 GbE

200 GbE
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FLX-182 prototype board
• AMD Versal Prime VM1802 System-on-Chip 
• x4 Firefly transceivers to support up to x24 duplex 25 Gbps data links 
• x1 Firefly transceiver to support TTC interface / 100 Gbps Ethernet  / 4 more 25 Gbps data links 
• 16-lane PCIe Gen4

• Current baseline candidate for ATLAS upgrade. Small sample production ongoing. 
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Further developments

Hardware 
• Ongoing design of FLX card with  

- AMD VP1552 SoC with support for PCIe Gen5 
- up to 48 duplex data links at 25 Gbps 
- TTC interface or 400 GbE

Firmware 
• Firmware to support future ATLAS workload available for FLX-182 

- support for various data protocols & enconding including Intelaken for 25 Gbps links

Software 
• Developments ongoing to scale up current architecture 
• Retaining RDMA technology to fully use the 400 Gbps network bandwidth
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Summary
• FELIX is a versatile data acquisition platform 

- particularly useful for experiments exposed to radiation 

• The first FELIX implementation used in production 
- successful data taking with protoDUNE-SP 
- stable readout in ongoing ATLAS data taking 
- sPHENIX data taking starting soon 

• An evolution of FELIX for the High-Luminosity LHC Phase of ATLAS is under development 


