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Introduction
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Machine learning has blossomed in the last decades and becomes essential in many fields.
◦ It played a significant role in solving High Energy physics problems, such as reconstruction, particle identification.

◦ We can use deep learning to handle some high dimensional and complex problems.

Quantum computer is a new tool that offers faster processing capabilities compared to traditional computers.

Quantum machine learning:

◦ Enhanced computing speed: Quantum computing’s parallel computing capability improves prediction accuracy.

◦ Improved generalization ability: QML algorithms effectively handle large- scale data and process multiple data sources, leading to better 

generalization in practical applications.

Many companies, including Google, IBM, are actively devoted to accelerating the development of quantum technology.

Objectives:

◦ Apply quantum machine learning to high energy physics.

◦ Using quantum algorithm to classify the CEPC signal and background in quantum computer.

◦ Make the algorithm work in both quantum simulators and real quantum computers.



Introduction---IBM Quantum Computer

2023/7/4 Qiyu Sha   qsha@cern.ch 4

IBM has ambitious pursuits:
◦ 433-qubits IBM Quantum Osprey

◦ Three times larger than the Eagle processor (127-qubits)

◦ Going up to 10k-100k qubits.

Now, IBM provides up to 7 qubits for free.
Credited to Thomas Prior for TIME

https://time.com/6249784/quantum-computing-revolution/?utm_source=twitter&utm_medium=social&utm_campaign=editorial&utm_term=tech_security&linkId=198703144


Introduction---Origin Quantum Computer
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Origin wuyuan:
◦ The first “practical quantum computer” in China.

◦ 24-qubits with own control system.

Origin wuyuan provide up to 6 qubits for free.



Data encoding and processing
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◆Encoding the 𝑒+𝑒− → 𝑍𝐻 → 𝑞ത𝑞𝛾𝛾 (signal) and 𝑒+𝑒− → (𝑍/𝛾∗)𝛾𝛾 (background)

◆Six variables are passed through preliminary mapping and then passed to a quantum circuit for evaluation.

◆The Quantum support-vector machines kernel (QSVM-Kernel) is evaluated for each data point and the rest.



Feature map and quantum kernel estimation
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Quantum feature map determines the QSVM-Kernel:
➢ Two identical layers 
➢ Single-qubit rotation gates
➢ Two-qubits CNOT entangling gates

QSVM-Kernel estimation:
➢ Using 6 variables mapped to 6-qubit 
➢ The expectation of each data point



AUCs as function of the event
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➢ The QSVM-Kernel and classical SVM classifiers with different dataset size from 1000 to 12500 events. 

➢ The quoted errors are the standard deviations for AUCs calculated from several shuffles of the dataset. 



Performance of the quantum simulator
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➢ The performance of the QSVM-Kernel using State-vector-simulator from IBM and the classical SVM.

➢ Use 12500 events for both signal and backgrounds.



Performance of the real quantum computers
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➢ IBM Nairobi & Origin Wuyuan quantum computer hardware

➢ Use 100 events for both signal and backgrounds.

➢ Use 6 qubits.



Conclusion and outlook
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➢ We studied the signal/background classification using quantum/classical ML algorithm.

➢ We compared QSVM-kernel with quantum simulator (state-vector) and classical SVM.

➢ Each QSVM and SVM algorithm is optimized to its best before comparing them

➢ Real quantum computing systems with 100 events for signal and background:

⚫ Wuyuan v.s IBM

➢ We obtained a similar classification performance to the classical SVM algorithm with different 
dataset size.



Conclusion and outlook
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For next step, we are working on the classification using different algorithms and build a 
corresponding quantum algorithms, like Quantum transformer and Quantum particle transformer.

➢ For example, using Quantum feature map to 
replace the linear layer of Q,K,V in the self-
attention
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