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Copilot, show me a typical telecon on priors and projection effects



Priors…
● In Bayesian analysis, data update our belief on the model and its parameters. Must start from a 

probability measure on parameters.
There is no ‘‘uninformative prior’’.

● And what if data are not precise enough?





Small-scale Information?

How small is “small”? 10 Mpc/h? 2 Mpc/h? 0.5 Mpc/h?

Could you ever trust near or below the halo scale?

And at high-z?

Roll up our sleeves and do astrophysics? (Priors)

Simulations and data? Redshift evolution? 

Or maybe some statistics?

Abandon the straightforward bias parameterization?

(Baryons, satellites, FoG, mass profiles……………………….)



Summary of Questions

 - How do we get more information on the nuisance parameters of PT models? 

 - Can we determine theoretically what the scales of nonlinearities are? How do they 
depend on cosmology?

- Will we still need simulations as a check of PT and kmax?
We could use self-consistent NNLO methods

 - What physical priors can we place on nuisance parameters?

 - Can higher-loop PT extract more information from smaller scales? Is it limited by the 
large number of extra nuisance parameters?


