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workshop aims

prospects for creation of new, high-quality resources, including scope for
addressing the current overrepresentation of English in historical corpora

limitations of existing large corpora, and strategies for addressing them
getting the most out of existing small, high-quality corpora

lessons from sociophonetics and sociophonology, where larger, higher-quality
resources are more common

characterising key properties of language and its users in mathematical models

accounting for the fluctuations arising from processes that are unobservable or not
directly modelled

using these as the basis for statistical inference
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talk overview

overarching question:
changes in strategies for argument disambiguation in history of English
(synthetic/ morphological = analytic/ syntactic): prepositional patterns

issue A:
challenges relating to historical data (especially Middle English)

issue B:

challenges relating to theoretically and methodologically problematic
phenomena (prepositions)

main point:
tools and methods <> careful (historical) linguistic consideration



talk overview

e overarching question:
changes in strategies for argument disambiguation in history of English
(synthetic/ morphological = analytic/ syntactic): prepositional patterns



argument disambiguation strategies

* information/ question:
o who does what to whom? (agent vs patient/theme vs experiencer, etc.)

* strategies:

o semantic-pragmatic asymmetries (e.g. animacy biases)
noun morphology (e.g. case)

verb morphology (e.g. subject/verb agreement)
constituent order (e.g. strict SVO)

O
O
O
o adpositions (e.g. prepositional marking)
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argument disambiguation strategies

* information/ question:
o who does what to whom? (agent vs patient/theme vs experiencer, etc.)

* strategies: PDE

o semantic-pragmatic asymmetries (e.g. animacy biases)

o noun morphology: little/ no nominal inflection

o verb morphology: little verbal inflection

o constituent order: fixed SVO

o adpositions: extensive prepositional marking
Pone cyning hi brohton cucene  tolosue.
The kingaccso theynomp. ~ broughtp  alive to Joshua

‘They brought the king alive to Joshua’
(&lfric, Libellus; Baker 2012:117)
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* development of verb-attached PPs from Middle to Late Modern English
* changes in types/ functions of PPs (adjunct vs complements)

e changes in relation between nominal and prepositional patterns

@)

O

many believed on his name (LModE; NEWCOME-NEW-1796-1,2,20J.151)
so mounted uppon his hors ‘so mounted upon his horse’ (Mg; cMMALORY,181.2448)
in pis 3ere [...] pe sete was voyde ‘in this year, the seat was voided’ (ME; cMcAPCHR,141.3277)

you may beleive mee ‘you may believe me’ (EModE; HOXINDEN-1660-E3-H,276.91)
and sir philip mounted his horse (LModE; BOSWELL-1776-1,47.393)
the same zere cam pe kyng to seynt albones (ME; CMCAPCHR,139.3242)

(e.g. Mustanoja 1960; Strang 1970; De la Cruz 1973; Denison 1981, 1985, 2014; Fischer 1992; Traugott 1972, 1992; Lundskaer-Nielsen 1993;
Allen 1995, 2005; Claridge 2000; Baugh & Cable 2002; Fischer & van der Wurff 2006; De Cuypere 2015a, 2015b; Zehentner 2019)



data & methods

e PPCME2: 1150-1500, 1.2 million words

e PPCEME: 1500-1710, 1.8 million words

e PPCMBE2: 1700-1914, 2.8 million words

period [N (pmw)

ME 96,802 (83,741)
EME 121,573 (67,766)
LME 188,115 (67,424)
variant | N

NP 200,321

PP 206,169

prop freq

freq/1000 words

o N=406,490
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o VSPP/VSNP-..

construction
NP
= pp
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talk overview

overarching question:
changes in strategies for argument disambiguation in history of English
(synthetic/ morphological = analytic/ syntactic): prepositional patterns

issue A:
challenges relating to historical data (especially Middle English)

issue B:

challenges relating to theoretically and methodologically problematic
phenomena (prepositions)

main point:
tools and methods <> careful (historical) linguistic consideration

16



talk overview

* issueA:
challenges relating to historical data (especially Middle English)

17



talk overview

* issue B:
challenges relating to theoretically and methodologically problematic
phenomena

18
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e development of verb-attached PPs from Middle to Late Modern English
* changes in types/ functions of PPs (adjunct vs complements)

* changes in relation between nominal and prepositional patterns

@)

O

many believed on his name (LModE; NEWCOME-NEW-1796-1,2,20J.151)
so mounted uppon his hors ‘so mounted upon his horse’ (Mg; cMMALORY,181.2448)
in pis 3ere [...] pe sete was voyde ‘in this year, the seat was voided’ (Mg; cMcAPCHR,141.3277)

you may beleive mee ‘you may believe me’ (EModE; HOXINDEN-1660-E3-H,276.91)
and sir philip mounted his horse (LModE; BOSWELL-1776-1,47.393)
the same zere cam pe kyng to seynt albones (ME; cMCAPCHR,139.3242)

(e.g. Mustanoja 1960; Strang 1970; De la Cruz 1973; Denison 1981, 1985, 2014; Fischer 1992; Traugott 1972, 1992; Lundskaer-Nielsen 1993;
Allen 1995, 2005; Claridge 2000; Baugh & Cable 2002; Fischer & van der Wurff 2006; De Cuypere 2015a, 2015b; Zehentner 2019)



adjuncts vs complements

(on) that day they searched

‘adjunct’ (non-core, peripheral) ‘complement’ (core)
e optionality * do-paraphrase-ability

*They searched [for us]. *They searched for us, and Laurie did so for you.

They searched for us [on that day]. They searched for us on that day, and Laurie did so on the next day.
e prepositional passive * happen-paraphrase-ability

They were searched for. *They searched. This happened for us.

*That day was searched for us on. They searched for us. This happened on that day.

20



adjuncts vs complements

(on) that day they searched

‘adjunct’ (non-core, peripheral) ‘complement’ (core)
e optionality * position/ ordering
*They searched [for us].

*?[For us] they searched.
They searched for us [on that day]. They searched for us [on that day].

. . *They searched [on that day] [for us].
¢ preposmonal passive

They were searched for. * iterativity

*That day was searched for us on.
*?They searched for us [through the house]...

They searched for us [on that day] [in the morning] [at home] [with us]...
21



adjuncts vs complements

“a terminological and conceptual mess” (Bergs 2021: 145)

“In practice it is hard to make an absolute distinction”
(Biber et al. 1999: 403; cf. also Quirk et al. 1985: 501-511, 1162-1167; Huddleston & Pullum 2000; Hoffmann 2007)

verb-attached PPs ’

obligatory PPs

|

subcategorised
prepositions

e.g. ‘belong to NP’
‘give NP to NP’

subcategorised PPs

e.g. ‘put NP
on/over/in/under NP’

‘go to/beyond/past NP’

optional PPs
J

complements

e.g. ‘live in NP’
‘be in NP’

N

complements

e.g. ‘talk to NP’
‘work at NP’

mixed \

e.g. affected location
‘sleep in this bed”

goal/source ‘run to
NP’

accompaniment
‘cook with NP’

instrument ‘open NP

with NP’

sentence adjuncts

e.g. ‘eat NP in NP’
‘read NP in an X way’

: /

network of verb-attached PPs in PDE (adapted from Hoffmann 2007 and Bergs 2021)

22



adjuncts vs complements

“a terminological and conceptual mess” (Bergs 2021: 145)

“In practice it is hard to make an absolute distinction”
(Biber et al. 1999: 403; cf. also Quirk et al. 1985: 501-511, 1162-1167; Huddleston & Pullum 2000; Hoffmann 2007)

“native speakers’ judgments on the argument and adjunct status of PPs are very unstable”

“the tests of argumenthood are often difficult to judge or even contradictory with each
other” (Merlo & Esteve Ferrer 2006: 31)

“few attempts have been made to perform this distinction automatically”

“The usual expectation has been that this discrimination is not amenable to a corpus-
based treatment” (Merlo & Esteve Ferrer 2006: 3)

23



data & methods

e PPCME2: 1150-1500, 1.2 million words
e PPCEME: 1500-1710, 1.8 million words
e PPCMBE2: 1700-1914, 2.8 million words

o VSPP/VSNP-..
o N =406,490

(IP-MAT (PP (P From) (NP (D the) (NUM 22.) (N day) (CP-REL (WNP-1 0) (C that) (IP-SUB (IP-SUB (NP-TMP *T*-1) (NP-SBJ
(PRO wee)) (VBD espied) (NP-OB1 (D the) (N lland) (CODE <font>) (NP-PRN (NPR Gomora)))) (CODE </font>) (, ,) (CONJP
(CONJ and) (IP-SUB (NP-TMP *T*-1) (NP-SBJ *con*) (VBD came) (PP (P amongst) (NP (D the) (NS Illands))))))))) ...
(NP-SBJ (PRO we)) (VBD came) (PP (P to) (NP (D an) (N ancor))) (NP-TMP (D that) (N night)

From the 22. day that wee espied the lland Gomora, and came amongst the llands [...] we came to an ancor that night

‘From the 224 day that we espied the island Gomora, and came amongst the islands [...] we came to an anchor that night
(EModE; COVERTE-E2-P1,7.85)

U

“This goal requires us to avoid subjective judgments since they are extremely error-prone. So, for
example, we do not distinguish adjectival from verbal passive participles, nor do we attempt to
implement the argument-adjunct distinction” (Santorini 2016)
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data & methods

e PPCME2: 1150-1500, 1.2 million words
e PPCEME: 1500-1710, 1.8 million words
e PPCMBE2: 1700-1914, 2.8 million words

o VSPP/VSNP-..
o N =406,490

(IP-MAT (PP (P From) (NP (D the) (NUM 22.) (N day) (CP-REL (WNP-1 0) (C that) (IP-SUB (IP-SUB (NP-TMP *T*-1) (NP-SBJ
(PRO wee)) (VBD espied) (NP-OB1 (D the) (N lland) (CODE <font>) (NP-PRN (NPR Gomora)))) (CODE </font>) (, ,) (CONJP
(CONJ and) (IP-SUB (NP-TMP *T*-1) (NP-SBJ *con*) (VBD came) (PP (P amongst) (NP (D the) (NS llands))))))))) ...
(NP-SBJ (PRO we)) (VBD came) (PP (P to) (NP (D an) (N ancor))) (NP-TMP (D that) (N night)

From the 22. day that wee espied the lland Gomora, and came amongst the llands [...] we came to an ancor that night

‘From the 22"4 day that we espied the island Gomora, and came amongst the islands [...] we came to an anchor that night’
(EModE; COVERTE-E2-P1,7.85)

semantic role annotation:

 NPs: e.g. temporal, locative, directional, measure, object(s), adjunct
* PPs: no distinction

27



approaches

* manual sub-setting based on specific alternations/ prepositions/
verb types/ semantic roles (zehentner 2022a; 2023a,b; 2024; in prep. a)

 manual role classification (zehentner & Hundt 2021a; zehentner 20226)
* FrameNet-based role/ type classification (zehentner & Hundt 2021b, in prep.)
* manual feature-based type clustering ehentner 2023¢)

e automatised feature-based (NLP-derived) type clustering

(Zehentner 2021c, d, in prep. b)

* automatised (NLP-derived) sense/role/type disambiguation

(SArDEEN-project)

28



approaches

* manual sub-setting based on specific alternations/ prepositions/
verb types/ semantic roles (zehentner 2022a; 2023a,b; 2024; in prep. a)

29



sub-setting: time expressions

o That day | saw them for three hours (COCA, 2012; tinyarticle.com)
She had made no prior purchases that week. (COCA, 2012; ebcitizen.com)
o That year, Missouri and West Virginia were the upset victims (COCA, 2012; ocregister.com)

@)

o |told the police where | was at that day (COCA, 2011; Paradise Lost 3: Purgatory)
What are they going to be talking about in that week? (COCA, 2019; NPR_Morning)
o In that year, | did not go with them (COCA, 2012; Demand EUPHORIA)

@)

* 14 time- head nouns (attested in all periods and both NP- and PP-patterns):
afternoon [200], day [2,462], hour [176], month [153], morning [736], morrow [103],
night [812], noon [69], season [110], summer [75], time [3,040], week [154], winter [75],
year [1,147]

e N=9,312 (NPs: 4,779 vs PPs: 4,885)

30



sub-setting: time expressions

¢
_______ R AR I S
1150 1500 V> NP/PP NP/PP >V simple complex
relative order V & NP/PP complexity
e
2 0 1 2 0 2 6
length (words) distance V & NP/PP (words) association strength V & head noun
L T

night noon  season  summer
head noun lemma

mixed-effects logistic regression
random effects: verb lemma, text ID

significant positive impact of later time,
greater morphosyntactic complexity, greater
distance, and head nouns such as hour on
PP-use

significant negative impact of greater length
and nouns such as week on PP-use

non-significant impact of relative order and
association strength

significant interaction between time and
relative order (greater likelihood of pre-
verbal PPs in later texts)

31



approaches

* manual sub-setting based on specific alternations/ prepositions/
verb types/ semantic roles (zehentner 2022a; 2023a,b; 2024; in prep. a)

 manual role classification (zehentner & Hundt 2021a; zehentner 20226)
* FrameNet-based role/ type classification (zehentner & Hundt 2021b, in prep.)
* manual feature-based type clustering ehentner 2023¢)

e automatised feature-based (NLP-derived) type clustering

(Zehentner 2021c, d, in prep. b)

* automatised (NLP-derived) sense/role/type disambiguation

(SArDEEN-project)
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approaches

¢ manual r0|e ClaSS|f|Cat|On (Zehentner & Hundt 2021a; Zehentner 2022b)

* FrameNet-based role/ type classification (zenentner & Hundt 20216, in prep.)

33



manual/ FrameNet: communication verbs

* semantic approach to argument structure constructions (ASCs)
e coreness distinction of elements in semantic frames (FES) (Ruppenhofer et al. 2010)

prop freq

peripheral: “Frame elements that do not introduce additional, independent or
distinct events from the main reported event” (ruppenhofer et al. 2010: 20)

FrameNet

0.75
0.5
: ||||||||||||||||||||||||
0 IIIIIIIIIIIIIIIIIIIIIIIIII
EME LME
period

* distribution of automatically assigned
FrameNet labels

* much higher amount of non-captured/
missing instances in EModE

34



manual/ FrameNet: communication verbs

* semantic approach to argument structure constructions (ASCs)
e coreness distinction of elements in semantic frames (FES) (Ruppenhofer et al. 2010)

peripheral: “Frame elements that do not introduce additional, independent or
distinct events from the main reported event” (ruppenhofer et al. 2010: 20)

 manual evaluation of FrameNet analysis
- with random sample of 200 instances per

verb (speak/tell) per period (total N=800)

a o ‘better’ results with NPs/ for LME
* ‘worse’ results with PPs/ for EME

prop freq

35



manual/ FrameNet: NP/PP-alternation

* random sample of 1,500 instances (500 per period/ corpus)

* type, semantic role, animacy, definiteness, complexity, etc.

head noun type

pronominality 1

definiteness -

o conditional random forest analysis
(variable importance)
i o function and role as clearly most
impactful variables, followed by
lexical preferences

36



approaches

* manual sub-setting based on specific alternations/ prepositions/
verb types/ semantic roles (zehentner 2022a; 2023a,b; 2024; in prep. a)

 manual role classification (zehentner & Hundt 2021a; zehentner 20226)
* FrameNet-based role/ type classification (zehentner & Hundt 2021b, in prep.)
* manual feature-based type clustering ehentner 2023¢)

e automatised feature-based (NLP-derived) type clustering

(Zehentner 2021c, d, in prep. b)

* automatised (NLP-derived) sense/role/type disambiguation

(SArDEEN-project)
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approaches

* manual feature-based type clustering ehentner 2023¢)

38



manual feature-based type clustering

* random sample of 1,500 instances (500 per period/ corpus)

e 2 annotators: ‘optionality’, happen-paraphrase-ability, do-paraphrase-ability,
prepositional passive (yes/no/maybe) - translated into joint (average)
numerical values for each variable (0-1) and an overall ‘complement/
adjunct-hood’ value (0-1)

* manual/FrameNet-based semantic role annotation

| must and will correspond with you. obligatory (1/1)
(LModE; POPE-172X%-2,159.77) - do-paraphrase: disagreement (0/1)
- happen-paraphrase: disagreement (1/1)
- prepositional passive: acceptable? (0.5/0.5)
- overall complement score: 0.688
- addressee/ interlocutor
- post-verbal position, directly adjacent, single PP

39



manual feature-based type clustering

semantic role

cline in complement scores depending on
semantic role

clusters based on variables

Dim2 (30.7%)

co-p

@ = = = o 13 = o @ = @
o © S ] 5} % @ ° = -1 4
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affectee /
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\ ‘\‘ recipient
de(aésee

0
Dim1 (56.2%)
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manual feature-based type clustering
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e cline in complement scores depending on F ﬁ?ﬁﬂzﬁ:ﬁﬁ

@ = c P c > = € s ® @ b4 © o ) < = T Q

—_—
T
co-participati
sourc il
affect
instr n

‘‘‘‘‘‘‘‘‘
: 5 & ¢ 3. '=' 5 3 kB & & 3 B E 5 =2 2 8§ 8

.
S . z £ 2 2 £ 2 ¢ B & 2 § 3 § ¢ & 5
£ 3 & b4 B e = < 2 ] © = £ 2 k-] 2
=4 3 £ e © o @ L = = £ = @
= S £ 8 @ 8 5 ] B S
4 © = °
< o 3 ©
L @

e clusters based on variables
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approaches

* manual sub-setting based on specific alternations/ prepositions/
verb types/ semantic roles (zeentner 2022a; 2023a,b; 2024; in prep. a)

 manual role classification (zehentner & Hundt 2021a; zehentner 20226)
* FrameNet-based role/ type classification (zenentner & Hundt 20216, in prep.)
* manual feature-based type clustering (zehentner 2023¢)

e automatised feature-based (NLP-derived) type clustering

(Zehentner 2021c, d, in prep. b)

e automatised (NLP-derived) sense/role/type disambiguation

(SArDEEN-project)

42



approaches

e automatised feature-based (NLP-derived) type clustering

(Zehentner 2021c, d, in prep. b)

43



automatised type clustering

Merlo & Esteve Ferrer (2006)

lexical information/ lexical classes

type frequency, transitional probabilities
entropy

iterativity

complements

O

lower number of verb types (more restrictive
semantics)

stronger association (higher transitional
probabilities) between V and NP/PP

lower entropy (higher predictability)

adjuncts

@)

higher number of verb types (more open
semantics)

weaker association (lower transitional
probabilities) between V and NP/PP
higher entropy (lower predictability)

44



automatised type clustering

clustering based on dissimilarity matrix (gower-distances)
optimal number of clusters: 2 (or 10+)

/ cluster#l  \ cluster#2
verb lemma go turn
prep lemma to in

NP-head lemma him holy writing
trans.prob 0.014 0.0019
entropy \ 0.713 / 0.832
distance.char \ 1 (-0.66) / 6 (0.761)
\/

cluster k-medoids

cluster#l:
more complement-like (?)/ core

e gotohim

o lower normalised entropy (higher
predictability)

o stronger association

o shorter distance

45



automatised type clustering

e clustering based on dissimilarity matrix (gower-distances)
e optimal number of clusters: 2 (or 10+)

cluster#l / cluster#2 \ cluster#?:
\ : : .
verb lemma ek / turn more adjunct-like (?)/ peripheral
prep lemma to in
NP-head lemma him holy writing * turn [to sth.] in holy writing
trans.prob 0.014 0.0019 high lised
entropy 0713 \ 0.832 ) ® |g- er.r-10rma ise ent.ropy-(.greater
distance.char 1 (-0.66) \ 60761 / variability, lower predictability)
o weaker association
cluster k-medoids o greater distance

46



automatised type clustering

clustering based on dissimilarity matrix (gower-distances)
optimal number of clusters: 2 (or 10+)

/\/\/\/\/\/\/\/\MWWM

dddddd

mmmmmmmmmm

1250 1500 1750
time

= peripheral
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automatised type clustering

e clustering based on dissimilarity matrix (gower-distances)
e optimal number of clusters: 2 (or 10+)

o comparison between classification based on manual binary classification (decision tree-
classification of sample of 35,000 tokens) and clustering - overlap: 65.46%

o main reason for divergences: e.g. goal-PPs classified as ‘adjuncts’ in classification trees
vs ‘complement’ (cluster#1) in clustering approach

cluster/ function |adjunct |complement

adjunct 15,451 |3,933

complement 8,126 7,490
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approaches

* manual sub-setting based on specific alternations/ prepositions/
verb types/ semantic roles (zehentner 2022a; 2023a,b; 2024; in prep. a)

 manual role classification (zehentner & Hundt 2021a; zehentner 20226)
* FrameNet-based role/ type classification (zehentner & Hundt 2021b, in prep.)
* manual feature-based type clustering ehentner 2023¢)

e automatised feature-based (NLP-derived) type clustering

(Zehentner 2021c, d, in prep. b)

* automatised (NLP-derived) sense/role/type disambiguation

(SArDEEN-project)
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approaches

e automatised (NLP-derived) sense/role/type disambiguation

(SArDEEN-project)
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automatised sense/role/type disambiguation

* automatic sense disambiguation in NLP

(e.g. Gildea & Jurafsky 2002; Litkowski & Hargraves 2007; Baldwin et al. 2009; Hovy et al. 2010; Palmer et al. 2013, 2022; Hermann et al.
2014; Gong et al. 2018; Schneider et al. 2018; Bhagat et al. 2019; Devlin et al. 2019; Huang 2020; Fonteyn 2021; Lebani & Lenci 2021; Menini
et al. 2022; Papadimitriou et al. 2022; Proietti et al. 2022; Chronis et al. 2023; Kauf et al. 2023; Mahowald et al. 2023; Nikolaev & Padd 2023)

k4
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t-SNE embeddings of over (COHA data; Fonteyn 2021:

MacBERTh

(Manjavacas & Fonteyn 2022)

 BERT-model pre-trained
on data from 1450-1950

17)
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automatised sense/role/type disambiguation

automatic sense disambiguation in NLP

(e.g. Gildea & Jurafsky 2002; Litkowski & Hargraves 2007; Baldwin et al. 2009; Hovy et al. 2010; Palmer et al. 2013, 2022; Hermann et al.
2014; Gong et al. 2018; Schneider et al. 2018; Bhagat et al. 2019; Devlin et al. 2019; Huang 2020; Fonteyn 2021; Lebani & Lenci 2021; Menini
et al. 2022; Papadimitriou et al. 2022; Proietti et al. 2022; Chronis et al. 2023; Kauf et al. 2023; Mahowald et al. 2023; Nikolaev & Pado 2023)

pilot study (SArDEEn

project):

o fine-tuning
MacBERTh on
Middle English data

o semantic role/ type
classification

(Manjavacas & Zehentner)

® O O OO OO OO 0

addressee
affectee
agent
co-participation
goal
goal.activity
instrument
loc.aff
location
manner
reason
recipient
result

role

source
source.abstr
stimulus
theme

time
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automatised sense/role/type disambiguation

automatic sense disambiguation in NLP

(e.g. Gildea & Jurafsky 2002; Litkowski & Hargraves 2007; Baldwin et al. 2009; Hovy et al. 2010; Palmer et al. 2013, 2022; Hermann et al.
2014; Gong et al. 2018; Schneider et al. 2018; Bhagat et al. 2019; Devlin et al. 2019; Huang 2020; Fonteyn 2021; Lebani & Lenci 2021; Menini
et al. 2022; Papadimitriou et al. 2022; Proietti et al. 2022; Chronis et al. 2023; Kauf et al. 2023; Mahowald et al. 2023; Nikolaev & Padd 2023)

pilot study (SArDEEn
project): =1 o rF
o fine-tuning UL .
MacBERTh on - A
Middle English data N " .
o semantic role/ type
classification R
(Manjavacas & Zehentner) ° interprlneen;ent
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automatised sense/role/type disambiguation

automatic sense disambiguation in NLP

(e.g. Gildea & Jurafsky 2002; Litkowski & Hargraves 2007; Baldwin et al. 2009; Hovy et al. 2010; Palmer et al. 2013, 2022; Hermann et al.

2014; Gong et al. 2018; Schneider et al. 2018; Bhagat et al. 2019; Devlin et al. 2019; Huang 2020; Fonteyn 2021; Lebani & Lenci 2021; Menini
et al. 2022; Papadimitriou et al. 2022; Proietti et al. 2022; Chronis et al. 2023; Kauf et al. 2023; Mahowald et al. 2023; Nikolaev & Padd 2023)

pilot study (SArDEEn

project):

o fine-tuning
MacBERTh on
Middle English data

o semantic role/ type
classification

(Manjavacas & Zehentner)

field

PP_core_types

PP_role

PP_role_spec

PP_type

method
finetune
metric-finetune
finetune
metric-finetune
finetune
metric-finetune
finetune

metric-finetune

f1-micro

0.727528
0.761938
0.745787
0.754213
0.790730
0.717697
0.813202

0.887640

f1-macro

0.367033
0.490866
0.630716
0.712362
0.700776
0.639832
0.811254

0.886621

accuracy

0.727528
0.761938
0.745787
0.754213
0.790730
0.717697
0.813202

0.887640
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talk overview

overarching question:
changes in strategies for argument disambiguation in history of English
(synthetic/ morphological = analytic/ syntactic): prepositional patterns

issue A:
challenges relating to historical data (especially Middle English)

issue B:

challenges relating to theoretically and methodologically problematic
phenomena (prepositions)

main point:
use of new tools and methods <> careful (historical) linguistic consideration
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talk overview

* main point:
use of new tools and methods <> careful (historical) linguistic consideration
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conclusions

* small, high-quality historical corpora

e data scarcity, specific features of historical data

* linguistically challenging phenomena: theoretical questions, methodological approaches
(e.g. prepositional patterns)

 semantic classification of historical data

* new tools and methods to remedy issues with manual annotation/ classification (time-
consuming, subjective, error-prone)

* unclear/ varying correspondence between different methods of classification (especially
manual annotation/ linguistic intuitions)

* no benefits in using new tools without clear linguistic questions

“accelerat[e] dialogue on how to integrate these models in theoretical [historical] linguistic
research, and vice versa” (Fonteyn 2021: 24)
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thank you!

eva.zehentner@es.uzh.ch

www.evazehentner.wordpress.com

wWww.prepcomp.uzh.ch
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