
Machine Learning and Big Scientific 
Data Benchmarks: 

The Scientific ML Group and 
the Turing Hub at Harwell

Professor Tony Hey

Chief Data Scientist

Rutherford Appleton Laboratory, STFC

tony.hey@stfc.ac.uk



The AI and Machine Learning Revolution



Many Machine Learning Methods

Neural networks

K-means clustering

Principal Component Analysis

Boltzmann machinesSupport Vector Machines

Hidden Markov Models

Kalman filters

Decision trees

Bayesian networks

Radial basis functions

Linear regression

Markov random fields

Random forests



The Deep Learning Revolution



Why Deep Learning?

5Slide by Andrew Ng



• ImageNet is an image dataset 
organized according to WordNet 
hierarchy. There are more than 
100,000 WordNet concepts. 

• ImageNet provides 1000 images of 
each concept that are quality-
controlled and human-annotated. 

• In competitions, ImageNet offers tens 
of millions of sorted images for 
concepts in the WordNet hierarchy. 

➢ The ImageNet dataset has 
proved very useful for 
advancing research in 
computer vision







ImageNet Image Recognition Challenge





AI and Data-Intensive Science:
Three Examples





Machine Learning winners of the Higgs Challenge
• Winner Gábor Melis, a graduate in software engineering and

mathematics, developed an algorithm that is an ensemble of
deep neural networks trained on random subsets of data
provided with very little feature engineering and no physics
knowledge

• Runner-up Tim Salimans, who has a PhD in Econometrics and
works as a data science consultant, developed a solution he
describes as a combination of a large number of boosted
decision tree ensembles

• A Special High Energy Physics meets Machine Learning Award
was presented to Tianqi Chen and Tong He of Team Crowwork.
Their XG Boost algorithm was an excellent compromise
between performance and simplicity, which could improve
tools currently used in high-energy physics.

Winners of the Higgs Machine

Learning Challenge: Gábor

Melis and Tim Salimans (top

row), Tianqi Chen and Tong

He (bottom row).

https://cds.cern.ch/record/1972036/files/Higgs Machine_image.jpg






Machine Learning in Astronomy

Machine learning examples from Astronomy:

- Classification:

galaxy type (0908.2033), star/galaxy (1306.5236),        

Supernovae Ia (1603.00882)

- Photo-z (1507.00490) 

- Mass of the Local Group (1606.02694) 

- Search for Planet 9 in DES

Slides thanks to Ofer Lahar



Photometric Classification of Supernovae 

Lochner, McEwen, 

Peiris, Lahav, Winter

arXiv: 1603.00882 

. 





Google DeepMind’s AlphaGo Zero





Scientific Machine Learning (SciML)
at the US DOE Labs



Data Science at the major US DOE Facilities Labs









‘AI for Science’ at Harwell and the
Scientific Machine Learning Group



How can Academia compete with Industry on 
Machine Learning and AI?

Companies like Facebook, Google, Amazon, Microsoft (and probably 
Baidu, Alibaba and Tencent) and have three key advantages over 
academia:

1. These companies all have many, very large, private datasets that 
they will never make publicly available

2. Each of these companies employs many hundreds of computer 
scientists with PhDs in Machine Learning and AI

3. Their researchers and developers have essentially unlimited 
computing power at their disposal

➢ NLP, Machine Translation, Image Recognition, …



Scientific Machine Learning at Harwell
• SciML activity at Harwell is complementary to industry-focused 

Data Analytics activity at the Hartree Supercomputer Centre on 
the Daresbury Campus

• Collaborative ML projects with joint funding from Turing-
Diamond-SciML initiative: 
▪ Cryo-EM particle picking
▪ 4D Tomography
▪Mutimodal

• Working with ISIS Neutron Facility on SANS, Reflectometry and 
magnetic scattering experiments
▪Overlap with needs of SAXS and Reflectometry at Diamond

➢Now awarded funding in Turing’s ‘AI for Science’ theme in the 
UKRI Strategic Priorities Fund Wave 1.





Initial Focus on Big Scientific Data ML Benchmarks

Idea is to create scientific datasets that are sufficiently large and 
complex to provide a realistic testing ground for ML algorithms

• Astronomy datasets from SDSS, DES, LSST, SKA, …
• Particle Physics LHC datasets from ATLAS, CMS, DUNE, …
• Large Scale Facilities datasets – DLS, ISIS and CLF 
• Environmental datasets from JASMIN CEDA data
• Datasets from Culham Centre for Fusion Energy

➢ Experimentation and training in Machine Learning technologies 
executed on different hardware architectures

➢ Use as basis for training courses for academia and industry

➢ R&D on optimization, robustness and transparency



Vision: A Harwell Campus ‘AI for Science Centre’ 

➢ Support university users of the Facilities for new science 
➢ Expertise and Training for Industry
➢ Focus on R&D in Applied AI and Machine Learning
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Some concerns …



Adversarial Noise and Deep Learning?



https://www.theverge.com/2018/1/3/16844842/ai-computer-vision-trick-adversarial-patches-google

https://www.theverge.com/2018/1/3/16844842/ai-computer-vision-trick-adversarial-patches-google


arXiv:1808.03305v1 [cs.CV] 9 Aug 2018

The Elephant in the Room Amir Rosenfeld, Richard Zemel, and John K. Tsotsos

https://arxiv.org/pdf/1808.03305.pdf
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The Elephant in the Room Amir Rosenfeld, Richard Zemel, and John K. Tsotsos

https://arxiv.org/pdf/1808.03305.pdf


‘AI for Science’ at Turing





Research Themes at Turing





“What made deep learning take off was 
big data. … The explosion of data is 
having an influence not just on science 
and engineering but also on every area 
of society.” 

Terry Sejnowski

Terry Sejnowski and Geoffrey Hinton in 1990


