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Wishful thinking

Ü flat budget not going to get us annual 20% CPU increase as Moore’s law no longer holds

Ü no magical factor-2 ‘speed up’ of generators in sight, but some CPU reductions possible

Ü still LHC measurements in danger of being limited by Monte Carlo statistics
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2018 estimates:
MC fast calo sim + standard reco
MC fast calo sim + fast reco
Generators speed up x2

Flat budget model
(+20%/year)

ATLAS Preliminary
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Projected CPU breakdown

Ü left plot assumes FastCalo simulation used for 75% of the Monte Carlo simulation

Ü right plot assumes faster version of reconstruction (seeded by the EvGen information)
and magical factor-2 speed-up of generators
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Breakdown by generator

Ü left plot: does not account for alternative bulk setups

Ü right plot: most CPU spent on high-precision calculations for V + 0, 1, 2j@NLO+3, 4j@LO
and t t̄ + 0, 1j@NLO+2, 3, 4j@LO

Ü outlook: CPU spent on expensive setups expected to increase faster than for fast setups
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Benchmarking between ATLAS and CMS

Ü careful comparisons between ATLAS and CMS key setups performed as part of HSF effort

Ü W +jets@NLO: less accurate scale choice used in FxFx setup significantly reduces
CPU consumption for MEPS@NLO setup with no visible impact on modelling
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Ü apart from that, performance fairly similar once setup differences properly accounted for
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Populating extreme regions of phase space

Ü phase-space slicing: add a cut at the generator level, stitch together multiple slices

Ü cross-section falls ‘naturally’ within in the slice

Ü phase-space biasing: produce events flat within a given interval

Ü events are assigned weights to produce physical distribution

Weak boson
V+jets preparations:


Will follow ttbar, V𝜸 and Moriond requests

Several biasing/slicing options studied:


log(max[HT, pTV]) would give 3 HF filtered samples per channel

HF filtering to be tested: EVNT-to-EVNT vs. direct     

G𝝁-scheme preferred for EW corrections but does not have sin2𝜽w as input


Correlations do not match the data. Awaiting for new OpenLoops release

Production order: Z→ll, then Z→𝝼𝝼, then W→l𝝼, then tau channels

Studies on the fusing with Zbb
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Negative weights are expensive

Ü current ATLAS Sherpa V +jets setup: negative weight fraction (fnw) about 30 %
for 70 < pV

T < 140, 15–20 % above/below that slice and < 10 % above 250 GeV

Ü relative uncertainty increased by factor 1/(1 − 2fnw),
so sample size needs to be factor (1 − 2fnw)2 larger

Ü fnw = 10 % implies statistical error becomes factor 1.25 larger
Ü need factor 1.5 as many events

Ü fnw = 20 % implies statistical error becomes factor 1.7 larger
Ü need factor 2.8 as many events

Ü fnw = 30 % implies statistical error becomes factor 2.5 larger
Ü need factor 6.3 as many events

Ü fnw = 40 % implies statistical error becomes factor 5 larger
Ü need factor 25 as many events

Ü new setup in preparation where fnw improved inclusively from 18 % down to 9 %
by using approximate colour treatment
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On-the-fly variations

Ü multiweights huge CPU saving compared to explicit variations for generator uncertainties
Ü setup with ∼100 weights only ∼30% slower

Ü more variations to be included in the future
Ü parton-shower scale variations, electroweak corrections, . . .

Ü but some algorithmic variations cannot be achieved through reweighting
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Need for infrastructure changes

Ü efforts ongoing to exploit HPC workflows for most expensive part of calculations

Ü save intermediate truth record and apply multiple shower and hadronisation models

Ü potential for ‘trivial factor-2 gain’ by sharing parton-level results between ATLAS and CMS

Ü move to GPU architectures would require complete re-write of MC generators
2

(a) Re-interpreting the final-state configuration
of the fixed-order calculation as having origi-
nated from a parton cascade [28]. This proce-
dure is called clustering, and the representa-
tions of the final-state configuration in terms
of parton branchings are called parton-shower
histories.

(b) Choosing appropriate scales for evaluating the
strong coupling in each branching of this cas-
cade, thereby resumming higher-order correc-
tions to soft-gluon radiation [57, 58]. This pro-
cedure is called αs-reweighting.

(c) Multiplying by appropriate Sudakov factors,
representing the resummed unresolved real
and virtual corrections [30]. This is called Su-
dakov reweighting, and is usually implemented
by trial showers [31].

Step 2 in this algorithm turns the inclusive pp→ Z + nj
predictions into exclusive results, which describe the pro-
duction of exactly n jets according to the jet criterion.1

They can then be added to obtain the merged result.
Care has to be taken that the result for the highest
jet multiplicity remain inclusive over additional radia-
tion which is softer than the softest existing jet. This is
known as the highest multiplicity treatment.

A. General Aspects of the Simulation

Technically, the merging algorithm described above in-
volves multiple stages:

1. The computation of fixed-order results

2. The clustering and αs reweighting

3. The parton shower and Sudakov reweighting

In the past, different implementations have combined
these steps in different ways. Traditionally, the Sherpa
event generator performs the jet clustering during the
computation of the fixed-order result and optimizes the
Monte-Carlo integrator based on the hard matrix ele-
ment, including αs reweighting. The Pythia event gen-
erator relies on external matrix element providers [60] to
compute the perturbative inputs, and therefore a natural
separation of Step 1 from the remainder of the calcula-
tion occurs. We argue that this also provides the more
natural separation for improved compute performance.
The reasons are twofold:

1. The parton shower and the clustering are proba-
bilistic, in the sense that the number of particles

1 Note that the jet criterion need not correspond to an experimen-
tally relevant jet algorithm. It may be a purely theoretical con-
struct as long as the infrared limits are properly identified [59].
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FIG. 1: Scaling of computation time (in CPU hours per 1
million events) for parton-level and particle-level event gen-
eration in multi-jet merged computations of W++jets at the
LHC. We limit the number of quarks to ≤ 6 in W+ + 6, 7jet
and to ≤ 4 in W+ + 8, 9jet final states. Green squares in-
dicate results using the standard clustering procedure, while
blue circles indicate results obtained from the winner-takes-
all (WTA) approach as the number of jets exceeds six. See
Sec. II C for details.

produced in the shower, or the path chosen in the
clustering are not known a priori. In contrast, the
fixed-order perturbative calculations used as an in-
put to the parton shower operate at fixed particle
multiplicity, and always evaluate the same Feyn-
man diagrams. By separating these two domains,
we divide the program into two components with
different program flow.

2. The computation of fixed-order results is very cum-
bersome at high multiplicity, even when making
use of recursion relations. The corresponding un-
weighting efficiencies are usually very small. By
comparison, both the parton shower and the jet
clustering procedure are fast and consume signifi-
cantly less memory. This is exemplified in Fig. 1.
Separating the two domains and storing results of
the fixed-order calculation into intermediate event
files allows to reuse the computationally most ex-
pensive parts of the simulation for calculations with
different parton-shower or hadronization parame-
ters.

In the following we will discuss the problems related to
fixed-order calculations and parton-shower simulations
on HPC architectures in more detail, and present solu-
tions that allow us to carry out simulations relevant for
the high-luminosity LHC.
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Event generation in light of near-infinite data statistics

Ü demand for higher-order corrections and multi-jet merging grows
as measurements become ever more precise

Ü NNLO QCD set to replace NLO as default accuracy for matched setups in not too distant future

Ü merged setups already at NLO QCD+EWvirt, supplemented with additional legs at LO accuracy

Ü current drive towards high precision not supported by CPU budget in the long run

Ü might have to consider producing large samples only at LO, then reweight to higher accuracy?

Ü bypass traditional grid-based computing in favour of HPC workflows for part of the calculations?

Ü already now impossible to keep up with the data for inclusive regions of phase space

Ü at this rate also not unrealistic: some crucial measurements might just not get done
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Summary
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