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● New and upgraded detectors are coming online in the next few years
○ More channels, higher throughput rate, more data
○ More sophisticated detectors. Several 100s M£ investments
○ LHCb are upgrading their readout system in 2021
○ ATLAS and CMS will have upgraded detectors in 2026-7
○ DUNE is coming online in 2028
○ Not to mention many others. Eg HyperK, LZ, Belle2, etc
○ Not to mention other “sciences”. Eg Astronomy, Biology, etc. 

● Computing for HEP is a significant investment
○ About 1 EByte of data already recorded by the LHC experiments
○ ~1M CPU cores running LHC experiment jobs at any given time

● Why invest in Software?
○ We should make efficient use of the hardware we have (workshop topic!)
○ Computing hardware is evolving (parallel, concurrency). A lot of our SW stack was written in 

the early 2000s, eg single core power was increasing with Moore law
○ Complement the investment in detectors (can we have batteries, please?)
○ Not just efficiency! We want to do better physics and develop better algorithms
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● The ATLAS plots demonstrate how a step-function in computing resources is needed
○ Other experiments have similar plots (I show ATLAS, I’m biased, sorry…)
○ Note: updates coming in the next 2-3 months as we improve our models 

● Software R&D can fill the gap
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(Table adapted from GridPP6 proposal)
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https://docs.google.com/document/d/14FTmAv7frN2ZERoGv3XRBrn7Rrz7KfNhSjNrb3_Z_eU/edit#
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